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Preface

The idea for this book arose from talking to some colleagues about how
confusing it was at one’s first inertial confinement fusion (ICF) conference
to find all these different subjects presented with cryptic names such as
SBS, random phase plates, and mode coupling, but one was not able to
gain an overall picture of ICF. It turned out that for each of us, it had
been a rather lengthy and painful process to create this picture for oneself.
Although there do exist a number of very good books about the state of the
art of ICF, they are mainly aimed at specialists. The purpose of this book
is to assist future newcomers to this field by giving a general overview of
the processes involved in inertial confinement fusion on a more accessible
level.

Any work trying to encapsulate a rapidly evolving field faces the issue
of timeliness. However, the timescale at which material becomes outdated
depends on the type of information conveyed. Although there have been
many exciting and important new developments in ICF during the last 10
years, there is a core of “conventional understanding” that has remained
substantially intact. In other words, numbers change much more rapidly
than the ideas behind them. It is these ideas that form the basis of the
present text.

A further difficulty that arises with ICF is to present it in a logical
order. The plan chosen in this book is to first give an overview of the
subject and then follow the ICF process from the driver technology to the
burn physics in its chronological order, explaining the physical concepts
and obstacles encountered on the way. This is rounded off with a look into
the future, (i.e., possible reactor designs and alternative routes).

The book is nominally aimed at physics graduate students. The pros-
pective reader is assumed to have a solid background in physics at the
undergraduate level. I do not assume a similar training in plasma physics,
but provide a short overview of the relevant plasma phenomena in Chapter
3. The complete text contains somewhat more material than can be covered
in a single semester and is to a large extent based on a lecture course given
in the winter semester 2004/2005 entitled “Energy like in the sun? An
introduction to inertial confinement fusion”(translation from the German)
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at the University of Cologne, Germany. This was a weekly two-hour lecture
course with 17 lectures in total. Not all the material contained in this
book was covered as the majority of students had no previous knowledge
of plasma physics, which meant that the material of Chapter 3 took up two
lectures.

Over the years, I have received generous help and advice from many
individuals, and it is a pleasure to acknowledge them. I am also indebted
to Paul Gibbon for his tireless efforts in reading the entire manuscript and
offering invaluable commentary on both the scientific content and the man-
ner of its presentation. I am grateful to the students of Cologne University
for their comments and corrections. Many thanks as well to A. R. Bell who
communicated the initial synopsis to Institute of Physics. I want to thank
S. Atzeni, S. Eliezer, J. Jacobs, R. L. McCrory, and S. Nakai for providing
me access to figures.

Because my own research has recently moved toward astrophysical
applications, some inaccuracies might have crept in for which I am, of
course, solely responsible. I trust these will be at worst of detail and not
of principle.

Finally, it is a pleasure to thank John Navas of Institute of Physics
Publishing, who gave much friendly and helpful advice in seeing this work
through to fruition.

Susanne Pfalzner
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Chapter 1

Fundamentals of Inertial Confinement

Fusion

It has long been a dream of mankind to produce energy just the way the sun
does. Since the early 20th century, we have known that the source of energy
for the sun — as for other stars — is a process called nuclear fusion, yet
civil research activities in this field did not start until the 1950s. Nowadays
many countries support fusion research in the quest for a new resource
for the production of electricity. Performing such research is increasingly
important as the energy problem becomes a more and more pressing issue
(for a brief summary, see Appendix A.1).

Fusion could be one of the solutions to the energy problem, especially
because it offers ecological and safety advantages compared with burning
coal and oil or nuclear fission power plants. In addition, fusion has the
very attractive feature that the fusion fuel can be extracted from seawater,
making it directly available to most countries in the world.

Although significant progress in fusion science and technology has been
made, to date no practical fusion reactor is running. As a first step to un-
derstanding inertial confinement fusion, we will address the question of how
the sun produces the energy that forms the basis of all life on Earth.

1.1 What Happens in the Sun?

To answer this question, we have to go back to the basics of nuclear physics.
The key to nuclear fusion reactions and possible energy release is the bind-
ing energy in the nuclei. Einstein showed that mass and energy are con-
nected via the relation

∆E = ∆mc2. (1.1)

1
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So we start with the mass of a nucleus. According to our current under-
standing, the mass of a nucleus is described by the semi-empirical mass
formula:

M = Nmn + Zmp − aνA+ asA
2/3 + ac

Z(Z − 1)
A1/3

+ aa
(N − Z)2

A
+

apδ

A3/4
,

(1.2)

where mn and mp are the neutron and the proton mass, aν , as, ac, aa,
and ap, are constants found by fitting experimental binding energies and
δ is an odd-even term (see Appendix B.4). The binding energy B of the
nucleus is then the difference of the mass of the components (protons and
neutrons) and the complete nucleus; that is

B = Zmp +Nmn −M, (1.3)

giving the mass in energy units (c2 = 1). This is the energy needed to
separate all nucleons to distances where they no longer interact. Using
Eqs. 1.2 and 1.3, one obtains for the binding energy per nucleon

B/A = aν − asA
−1/3 − ac

Z(Z − 1)
A4/3

− aa
(N − Z)2

A2
− apδ

A7/4
. (1.4)

Fig. 1.1 shows the binding energy per nucleon as a function of A. This
relatively smooth function shows a broad maximum in the region for nuclei
near iron, which are the most stable nuclei. For nuclei much lighter or much
heavier than iron, the binding energy per nucleon is considerably smaller.
This difference is the basis for fusion and fission processes. The basis of
nuclear fusion is that if two very light nuclei fuse, they form a nucleus with
a higher binding energy (or lower mass), thus releasing energy according to
Einstein’s famous formula (Eq. 1.1). Energy is also released when a heavy
nucleus splits into two smaller fragments — fission.

In principle there are many energy-releasing fusion processes between
different low mass elements possible. However, the problem in igniting such
a fusion reaction is that the light nuclei are positively charged and strongly
repel each other, so that under normal conditions the distance between
nuclei is so large that a nuclear reaction is quite unlikely. So how can this
lead to such powerful energy production in the sun anyway? Because of
high temperature (∼106 K) and pressure in the center of the sun, the large
number of particles, and the relatively long time span available, the cross
section for such reactions is still large enough to maintain the huge energy
releases characteristic of the sun.

In the sun the energy is mainly obtained from a cycle of proton-proton
reactions. They can be summarized as

p+ p −→ D + e+ + 2νe 0.42 MeV
D + p −→ 3He + γ 5.5 MeV

3He + 3He++ −→ 4He + 2p 12.86 MeV. (1.5)
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Figure 1.1. Mean binding energy per nucleon of stable nuclei as a function of

mass number.

Altogether, the chain reaction leads to the transformation of four protons
into 4He summarized as

4p −→ 4He + 2e+ + 2νe + 24.7 MeV. (1.6)

To a lesser degree, other fusion processes using different reaction cycles
leading to the formation of helium take place at the same time (for a more
detailed description see (Hodgson et al., 1997; Bahcall and Waxman, 2003).

After a long complex journey through the sun, the energy carried
by the gamma rays is eventually transformed into visible light, which it
radiates into the surrounding universe. It is this radiation that makes life
on Earth possible.

More massive or older stars can use different fusion reactions to pro-
duce energy. The above hydrogen-burning process obviously ends when
most of the star’s hydrogen inventory is burned up. If the star has enough
mass, the next type of burning process can start, triggered by the star
contracting by gravitational collapse, pushing the temperature up to 108

K, making helium burning possible. The fusion of 4He leads to 8Be and
eventually 12C. When the helium is exhausted, provided the star mass is
sufficiently large, gravitational collapse may again increase the temperature
(to about 2 ×109 K) and carbon and oxygen may start to burn, produc-
ing neon, magnesium, silicon, phosphorous, and sulfur. At temperatures
ranging from 2–5 × 109 K, heavier nuclei up to A ∼ 56 are produced by
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silicon burning. Iron with A = 56 is the natural limit for fusion processes
to deliver energy because it has the highest binding energy per nucleus (see
Fig. 1.1). If these high-mass stars have no nuclear energy source available
anymore, they collapse and become unstable. The final development phase
of the star depends very much on its mass and can be, for example, a su-
pernova explosion, a neutron star or even a black hole. For the details on
the stellar development, the reader is referred to the relevant astrophysical
text books.

1.2 Can One Produce Energy on Earth Like in the
Sun?

The process of the energy production of the sun is more — or less —
completely understood. So why don’t we do it just the same way? The
problem is that here on Earth, there is not the space and time the sun has
for producing energy. Producing energy on a large scale requires that a
huge number of reactions take place together. Coulombic repulsion hinders
nuclei from fusing, but one can overcome this by giving the nuclei a high
initial kinetic energy, which can be achieved by heating the material to very
high temperatures. This approach to fusion is known as “thermonuclear
fusion”. Energy can either be released in a controlled fashion with a fusion
reactor or in an uncontrolled manner using a thermonuclear bomb. From
the latter (i.e., hydrogen bombs) we know that thermonuclear fusion is
possible, the problem is to do it in a controlled and meaningful way.

Because of the high temperatures and densities required for fusion,
the fuel has to be in the plasma state — a hot, highly ionized, electrically
conducting gas. If the temperatures are high enough, the thermal veloc-
ities of the nuclei become very high. Only then do they have a chance
to approach each other close enough so that the Coulombic repulsion can
be overcome and the short-range attractive nuclear forces (effective over
distances ∼10−15m) can come into play. At this point the nuclei can fuse
and free the enormous power encapsulated as shown in Fig. 1.1.

However, under these conditions matter tends to fly apart very quickly
unless constrained in some way. In the sun this is done by gravitational
forces. As gravity is not a terrestrial option, the central problem is to devise
other means of confinement so that conditions of high temperature and
density are maintained simultaneously for a sufficiently long time. However,
the higher the temperature and density, the more difficult it becomes to
confine the plasma. It therefore makes sense to look for a situation where
the requirement for confinement — and correspondingly temperature and
density — is as low as possible. This is directly linked to the question of
which fusion reaction is most readily achieved under these conditions.

Even if the energy of the particles is slightly less than that required to
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Figure 1.2. Schematic picture of DT-reaction.

overcome the Coulomb barrier, fusion processes can still occur via tunnel-
ing. However, the closer the particle energy is to overcoming the Coulomb
barrier, the more tunneling processes are likely to happen. To fuse enough
particles, the thermal energy of the nuclei should not be too much smaller
than their repulsive Coulomb barrier B, which is

B ∼ 1.44
q1q2
r1 + r2

MeV

where q1,2 and r1,2 are the charges and radii of the particles in units of the
elementary charge and the radii in fm, respectively. For a more detailed
description of nuclear processes, see, for example Hodgson et al. (1997).

Above we saw that most energy is released if two very light nuclei
fuse, for example hydrogen. The Coulomb barrier of two hydrogen nuclei
is about 700 keV. Heating the gas to equivalent temperatures would mean
2B/3kB � 3.6 × 109 K, which is not a realistic prospect at the moment.
Luckily the nuclei of the heavier hydrogen isotopes have smaller Coulomb
barriers to overcome, though the energy yield is lower. The fusion reaction
of deuterium and tritium turns out to be the easiest approach to fusion be-
cause of a relatively large cross section and a very high mass defect (Post,
1990). When these two nuclei (of hydrogen isotopes) fuse, an intermediate
nucleus consisting of two protons and three neutrons is formed in the pro-
cess. This nucleus splits immediately into a neutron of 14.1 MeV energy
and an α-particle of 3.5 MeV,

2
1D + 3

1T → 4
2He + 1

0n+ 17.6 MeV. (1.7)

This fusion reaction has the advantage that the fuel resources are virtually
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Table 1.1. Alternative fusion reactions.

Reaction

D + T −→ He4 (3.52 MeV) + n (14.06 MeV)
D + D −→ T4 (1.01 MeV) + p (3.03 MeV)

−→ He3(0.82 MeV) + n (2.45 MeV)
D + He3 −→ He4 (3.67 MeV) + p (14.67 MeV)
T + T −→ He4 + n + n (11.32 MeV)
He3 + T −→ He4 + p + n (12.1 MeV)

−→ He4 (4.8 MeV) + D (9.5 MeV)
−→ He5 (2.4 MeV) + p (11.9 MeV)

p + Li6 −→ He4 (1.7 MeV) + He3 (2.3 MeV)
p + Li7 −→ 2He4 (22.4 MeV)
D + Li6 −→ 2He4 (22.4 MeV)
p + B11 −→ 3He4 (8.682 MeV)
n + Li6 −→ He4 (2.1 MeV) + T (2.7 MeV)

unlimited. Deuterium can be produced from sea water, whereas tritium
can be generated by lithium reacting with neutrons directly in the reactor.
Lithium is relatively abundant on Earth and resources are likely to be
sufficient for several 104 years. However, using this reaction in a reactor
has two disadvantages: tritium is a radioactive gas and lithium a highly
poisonous substance. This means that for a reactor design safety is still a
major issue. We will address this problem later in Chapter 9. Nevertheless,
compared with fission reactors, these problems are relatively minor, given
that the half-life of tritium is 12.5 years compared with 2.4 × 107 years for
uranium 236, 7.13 × 108 years for uranium 235, 4.5 × 109 years for uranium
238, 24000 years for plutonium 238, and still 6600 years for plutonium 240.

To achieve an absolutely “clean” reactor, one would have to use one
of the other possible fusion reactions listed in Table 1.1, thus avoiding hav-
ing tritium and lithium in the fuel cycle. However, one will have to first
demonstrate the proof of principle of a working fusion reactor using the
deuterium-tritium cycle before considering reactors based on other nuclear
reactions. For more examples, see Duderstadt and Moses (1982); Martinez-
Val et al. (1993). Note that the total energy released in these fusion reac-
tions determines the energy output. However, for the self-ignition of the
capsule, only the energy contained in the charged particles is available.

Now that we have seen what fusion reaction to take, we can address
the next problem: here on Earth, one has to achieve confinement in a much
smaller space and much shorter time than in stars. As mentioned above,
using a fusion reaction for an energy-producing system requires a huge
number of such fusion reactions per second. This means one has to keep
the nuclei relatively close together and prevent the plasma from flying apart
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Figure 1.3. Reaction rate as a function of temperature for various fusion reac-

tions assuming a Maxwellian velocity distribution.

by confining it long enough that a sufficient number of fusion reactions can
take place.

Assuming that the plasma consists of deuterons and tritons of density
n/2 each, the rate of fusion processes W in such a hot dense plasma state
is given by

W =
n2

4
〈vσ〉, (1.8)

where v is the relative velocity of the two nuclei and σ the fusion cross-
section. The particles in the plasma have Maxwell-Boltzmann distributed
velocities with an average kinetic energy ofEk = 3kBT/2. The fusion cross-
section σ depends strongly on the relative velocity of the fusing nuclei and
is obtained by averaging vσ over all possible relative velocities. Figure 1.3
shows the reaction rate for various fusion reactions as a function of the
temperature. Note that the temperature is expressed in energy units by
multiplying its value in degrees Kelvin by the Boltzmann constant, as is
common practice in this field of physics. Figure 1.3 demonstrates that
at all temperatures the deuterium-tritium (DT) reaction gives the largest
contribution to energy yield and is therefore the easiest reaction route.

How much energy can be produced in such a confined plasma? The
energy produced per time τ depends on the kinetic energyQ of the reaction
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products and the rate of fusion processes W and is given by

E = WτQ =
n2

4
〈vσ〉τQ (1.9)

where Q is given in MeV. The ultimate aim in ICF research is an energy-
producing reactor. Therefore the energy obtained from the fusion processes
has to be greater than the energy to heat the plasma to such high tem-
peratures. Or in other words, energy will be gained from an ignited DT-
plasma only if this energy is larger than the total kinetic energy of all the
particles. Because the kinetic energy Ekin of the nuclei and electrons is
Ekin = 3nkBT , it follows that only if

3nkBT <
n2

4
〈vσ〉τQ,

the fusion reactions actually release more energy than is required to produce
the plasma of such temperature and density. Re-expressed as

nτ >
12kBT

〈vσ〉Q , (1.10)

this relation is called Lawson criterion (Lawson, 1957), which is one of the
fundamental relations of confinement fusion.

In addition to the problem of confinement, the fusion particles have
to have enough kinetic energy for a sufficient number of fusion reactions
to take place. For DT fuel this implies a temperature of approximately 5
keV. In the case of a DT reaction with Q = 17.6 MeV and an operating
temperature of the reactor of about 5–10 keV, the Lawson criterion becomes

nτ � 1014 − 1015 s cm−3, (1.11)

where n is the number of particles per cm3 and τ the confinement time.

1.3 The Two Approaches —
Magnetic vs. Inertial Confinement

As stated before, for enough fusion reactions to take place: the plasma
must be kept together at a high temperature for a sufficiently long time.
Essentially two methods have been pursued in the quest for a viable fusion
reactor — magnetic confinement (MCF) and inertial confinement (ICF),
which aim to fulfill the Lawson criterion in two different ways. MCF tries to
confine the plasma at low densities for the relatively long times of several
seconds — whereas ICF yields to achieve extremely high densities for a
very short time. Table 1.2 gives a comparison of the confinement times
and densities in the two approaches.
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Table 1.2. Confinement parameters in MCF and ICF.

MCF ICF

Particle density ne/cm
−3 1014 1026

Confinement time τ/s 10 10−11

Lawson criterion neτ/s cm−3 1015 1015

This book is devoted to the subject of ICF and only a very short de-
scription of magnetic fusion is given here. The interested reader is referred
to books specializing on the subject of MCF, as for example, Braams and
Stott (2002); Hazeltine and Meiss (2003).

Magnetic Fusion

Because of the required high temperature of the plasma, it cannot simply be
confined in a material vessel since any contact with the walls would lead to
rapid cooling. As its name implies, MCF is based on the fact that plasma
can in principle be confined by applying a suitable magnetic field. This
is only possible because the particles in the high temperature plasma are
all charged. Magnetic fields force the charged particles of the plasma into
helical orbits which follow the field lines (see Fig. 1.4). Particle movement
perpendicular to the field lines is restricted while the particle moves freely
in the longitudinal direction. In this way contact with the walls can be
largely avoided. Because charged particles follow curved trajectories, the
idea is that a suitable configuration of magnetic fields can be found so that
the particles stay on closed orbits and never escape.

The objective of a closed orbit is most easily fulfilled by ring-shaped
magnetic fields. However, in such a configuration, the field strength de-
creases with radius, which leads to a radial velocity component and a drift
of the particles towards the outside. To confine the plasma for a long time,

B

Ion

Electron

Figure 1.4. Helical movement of electrons and ions along magnetic field lines.
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Figure 1.5. Schematic picture of magnetic configuration in a tokamak (Courtesy

of IPP, Garching).

the field lines have to be twisted in such a way as to yield an absence of
any radial field component. There have been numerous suggestions for such
magnetic devices. The most promising ones are based on the concept of a
torus-shaped steel container. The field lines create field surfaces, which lie
inside one another similar to the rings of a tree. On their path through the
plasma the charged particles stay on such a field surface without feeling
any net radial field component (see Fig. 1.5).

The magnetic device contains a vacuum into which a mixture of deu-
terium and tritium is injected. The magnetic field is produced by passing
an electric current through coils wound around the torus. The plasma cur-
rent creates a poloidal magnetic field and the two fields combine to provide
a magnetic field as shown in Fig. 1.5. This device is called a tokamak — the
most common magnetic fusion configuration to date. The major magnetic
fusion facilities of such a tokamak design are listed in Table 1.3.

The temperature of 108 K, necessary to fulfill fusion conditions, creates
a plasma pressure (5–10 bar) which has to be balanced by the magnetic
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Table 1.3. Major MCF research facilities.

Machine Country Major Plasma Toroidal Input Start
radius [m] current field power date

ITER Internat. 6.2 15 5.3 73+ 2016
JET EU 2.96 7.0 3.5 42 1983

JT-60U Japan 3.2 4.5 4.4 40 1991
TFTR USA 2.5 2.7 5.6 40 1982

TORE S. France 2.4 2.0 4.2 22 1988
T-15 Russia 1.4 2.0 4.0 – 1989

DIII-D USA 1.67 3.0 2.1 22 1986
ASDEX-U Germany 1.67 1.4 3.5 16 1991
TEXTOR Germany 1.75 0.8 2.6 8 1994

FT-U Italy 0.92 1.2 7.5 – 1988
TCV CH 0.67 1.2 1.43 4.5 1992

field. The ratio of plasma to magnetic pressure, βMCF = Pplasma/Pmagn,
should not be too small because the creation of necessary strong fields is
technically challenging and cost-intensive. The aim of current research is
to find configurations with βMCF of a few percent.

Until ignition is achieved the plasma has to be heated externally. There
are three different heating mechanisms used: ohmic heating, heating by
high-frequency waves, and by the injection of beams of neutral particles.

Ohmic heating schemes work the following way: the particles in the
plasma collide setting up a plasma resistivity. The desired heating is pro-
duced via this resistivity when current is passed through the plasma. How-
ever, the resistivity of the plasma decreases with increasing temperature
and can therefore only be used in the initial heating phase of the plasma.
Afterwards the other heating mechanisms must be employed.

Heating by high-frequency waves exploits the fact that in the magnetic
field there exist various eigenmodes for the ions and electrons of the plasma.
Radiation with electromagnetic waves of a matching frequency can lead to
resonances. The particles extract energy from the wave field, resulting in
a high collision rate of the hydrogen nuclei. The specific eigenmode that
is used for heating exploits the circular motion of the electrons and ions
around the field lines. It can be used for heating by high-frequency waves.
The typical frequency (cyclotron frequency) at the relevant magnetic field
strength is 10–100 MHz for the ions and 60–150 GHz for the electrons.

A third method to heat the plasma is the injection of neutral particles
with an energy of several 10 keV. As the particles enter the plasma, they
become ionized by collisions. Caught as fast particles in the magnetic field,
they release their energy by interacting with the plasma in a relatively short
time.

When the plasma is heated to sufficiently high temperatures, it will
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Figure 1.6. Cutaway of ITER tokamak design study (published with permission

of ITER).

ignite and α-particles and neutrons are produced. Whereas the α-particles
are stopped in the plasma, the neutrons easily penetrate the walls because
they are unaffected by the magnetic fields. In this way the α-particles
provide additional plasma heating while the fusion process keeps running,
whereas the neutrons enter the blanket of absorbing material surrounding
the torus. If the confinement were ideal, this process could go on until all
the fuel is used up.

However, there are two processes that work against indefinite confine-
ment. The first is collisions in the plasma: although they are necessary for
the fusion process to take place, in the long run they destroy the confine-
ment. When two particles collide the particles are temporarily disconnected
from their magnetic field line and move to neighboring ones. After many
collisions the particles can move from a central position to the outside and
eventually hit the torus wall. The second process that can destroy the
confinement is plasma instability. An instability occurs if an initially smal-
l perturbation induces a further disturbance, which in turn increases the



www.manaraa.com

The Two Approaches —Magnetic vs. Inertial Confinement 13

perturbation and so on. For example, if the torus-shaped plasma has a
somewhat smaller radius at one point, then the magnetic field will become
stronger there, resulting in an increase of the pressure and compressing the
plasma to an even smaller radius. This is only one example of instability,
but in MCF devices a rather large variety of these instabilities can occur,
always reducing the quality of the confinement. For more information on
instabilities in MCF, we refer the reader to the specialized literature on
this subject, and we will see in the following chapters that instabilities are
a major issue in ICF research, too.

In summary, the problem is to keep the effects that work against con-
finement as small as possible to try to sustain the plasma long enough to
give a net energy gain. Considerable progress has been made to achieve
this objective since the early days of magnetic confinement experiments.
Whereas the confinement times in 1955 were of the order of 10−5 s, plasmas
can now be kept together for several seconds. The Joint European Torus
(JET) experiment demonstrated that magnetic fusion is scientifically pos-
sible. Now the International Thermonuclear Experimental Reactor (ITER)
(see Fig. 1.6) is planned as the next step magnetic fusion research device.
The immediate aim is to satisfy the Lawson criterion with a MCF reactor
with a confinement time of about 10 s and a plasma density of about 1014

particles per cm3.
Table 1.3 shows a current list of the 10 biggest magnetic confinement

devices and their parameters. Because ITER is still not built, only the
design values are given: Fig. 1.4 shows a design study for ITER. Because
the cost for building such research facilities increases dramatically with size,
it is only possible to build such devices through a collaboration of several
countries. At the moment ITER is planned to be built as an international
consortium. ITER will not yet be a plant for generating electricity, but
its main purpose is to study the engineering feasibility of a future MCF
reactor. The next step would than be an actual reactor, the Demonstration
Fusion Reactor (DEMO), which is already in its planning stage.

The Basic Ideas of Inertial Confinement Fusion

In contrast to MCF, which tries to confine the plasma at low densities
(∼1014 to 1015 cm−3) for several seconds, ICF goes a different route to
fulfill the Lawson criterion. Here, the confinement times are extremely
short (≤10−10 s), but the particle densities are typically greater than 1025

cm−3 (see Table 1.2). In this scheme a small amount of fusionable material
is compressed to very high densities and temperatures by applying strong
external forces.

This is done by using a capsule consisting of a spherical shell filled with
deuterium-tritium gas (≤1.0 mg/cm3). The shell itself consists of a high-Z
material at the outside and an inner region of DT, which forms the bulk
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Figure 1.7. Schematic picture of target capsule.

of the fuel (see Fig.1.7). To reach the conditions of high temperature and
density required for fusion, the capsule needs to be exposed to an enormous
burst of energy applied as symmetrically as possible. The required energy
input to drive this whole process is very high: to heat a 1-mm diameter
capsule of fuel to 10 keV temperatures requires 105 J, which can be supplied
by intense laser light or ion beams. This might not seem so demanding,
but the energy has to be to delivered in a few picoseconds to the outer part
of the target shell. Because of this burst of energy onto the outer part of
the target shell, the shell heats up, ionizes and vaporizes immediately —
this process is called ablation.

As the outer part of the shell blasts off, the inner part — essentially
the fuel — is strongly accelerated toward the center of the sphere as a
consequence of momentum conservation. In some sense the capsule behaves
like a spherical ablation-driven rocket (this analogy will be described in
detail in Section 5.3). As the fuel implodes toward the center of the capsule,
it is compressed to high densities and thermonuclear temperatures. The
compression shock wave drives the fuel to reach a density of several hundred
gram cm−3 and fusion-ignition temperatures at the center, so that ignition
can occur. As ignition is reached, the fusion energy produces an outward
directed pressure that soon overcomes that of the imploding wave and the
capsule blows back out in a very short time. In this way the required
density and temperatures required could be achieved, but what about the
confinement time?

The confinement time of the plasma is mainly determined by the radius
R of the capsule. As the inward motion is driven by a shockwave, which
moves approximately at the sound speed cs, the confinement time can be
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Figure 1.8. Schematic picture of hot spot concept.

roughly estimated by the ratio of capsule radius R (typically 100 µm for
current target designs) over the sound speed, as tc � R/cs = 10−9 s. More
detailed numerical simulations indicate that times of about 10–20 ns are
more realistic.

In the context of ICF, the Lawson criterion is often re-expressed as a
relation between the fuel density ρ and the sphere radius R. For a freely
expanding sphere — where the expansion occurs with the speed of sound
— the disassembly time can be roughly estimated by (Martinez-Val et al.,
1993)

τ � R/4cs. (1.12)

The number density n is related to the fuel density by n = ρ/m. From the
Lawson criterion (Eq. 1.10), it follows that

nτ � nR

4cs
=

ρR

4csm
.

Efficient burn requires nτ to be well above the Lawson criterion. Using
nτ � 2 × 1015 s/cm3 leads to a first rough estimate of

ρR � 3 g/cm2
. (1.13)

If we also take into account the fuel depletion (for the details see Section
7.3), the burn fraction Φb at 20–40 keV burn temperature is approximately
given by:

Φb � ρR

6 + ρR
[ρR] = g/cm2

. (1.14)
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Figure 1.9. Comparison of the temperature and density profile in the central

capsule area before ignition in a) the volume ignition concept and b) the hot spot

concept.

The efficiency of the burn — the fusion yield Ef — for an ICF capsule
is directly related to the burn fraction by Ef = εfΦbM , where εf is the
specific energy of the fusion reaction and M the imploded fuel mass.

In the early 1960s and 1970s, people thought that inertial confinement
fusion would be achieved relatively quickly, because the energy require-
ments for igniting the fuel did not seem too demanding (Nuckolls et al.,
1972). Unfortunately it turns out that not all the energy contained in the
driver can actually be used for ignition. A lot of energy is lost on the way
through various conversion processes from the laser to the final burn of the
fusion material. This in turn means that to have the required energy for fu-
sion, there has to be much more energy in the driver than first anticipated,
and efficiency losses have to be minimized.

One important consideration is the way the fuel is compressed to high
densities and temperatures. In the early days of fusion research, it was
thought that the whole of the fuel should be compressed to fusion conditions
at the end of the compression phase. This concept is called volume ignition.
It turned out that this would require an unrealistically high driver energy
of ∼60 MJ (Cichitelli et al., 1988).

The two key points here are that: (1) it takes more energy to heat
fuel than to compress it and (2) the compression of hot material is more
energy-consuming than for cold material. For these reasons, the so-called
hot-spot concept, illustrated in Fig. 1.8, is considered more likely to achieve
the fusion goal. In this approach the fuel moves inward with increasing
velocities as the driver deposits its energy. The result of this acceleration
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is that the inner part of the fuel is compressed into a higher temperature
adiabat (∼5–10 keV) than the outer part of the fuel (∼1 keV). Both parts
will be compressed to high densities, but the inner hot part is slightly less
dense (∼100 g/cm3) than the outer part (≥800 g/cm3). The lower density
of the inner part is due to the fact that the fuel expands toward the center
in the initial acceleration phase.

In the hot-spot concept the burn of the fusion material begins in the
central area (which is approximately 1 µm in size and has a lifetime of
100–200 ps). From there a thermonuclear burn front propagates rapidly
outward into the main fuel region producing high gain. Gain is defined
here as the ratio between the fusion energy produced and the total energy
put into the driver beams.

Because less material needs to be heated in the hot-spot scheme, it is
more energy efficient than volume ignition (∼1–2 MJ) and has the advan-
tage that the external dense fuel layer provides better confinement. Studies
show that if the target is constructed in such a way that the central hot-
spot contains 2% of the total fuel mass, heating the hot-spot mass and
compressing the remaining fuel will need comparable energy. One impor-
tant issue, which will be discussed in detail in Section 4.6, is that any
premature heating of the material has to be avoided as far as possible,
because this would completely jeopardize the compression.

Apart from volume and hot-spot ignition, there exist additional ig-
nition scenarios. These will be discussed in more detail in Chapter 11.
Because the hot-spot ignition is the prevailing scheme for the ICF facilities
under construction now, we will concentrate on this concept in the fol-
lowing chapters. More information about volume ignition can be found in
the literature, for example in Brueckner and Jorna (1974); Kidder (1974);
Bodner (1974); Meyer-ter-Vehn (1982); Lindl et al. (1992) and Andre et al.
(1994).

1.4 Stages in Inertial Confinement Fusion

The above picture gives only a rough outline of the ignition and burn
physics of a ICF target. In reality there exist several different phases in
the ICF process that will be described in a short fashion for the hot-spot
concept. These different stages will be discussed in more detail in Chapters
4 and 5.

Interaction Phase

The interaction phase is the initial phase in which the energy is delivered
onto the capsule containing the DT fuel. There are mainly two options for
the energy input — either by beams of laser light or particle beams. For
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Figure 1.10. Schematic picture of the critical density formed when a laser

interacts with the target.

phenomena in which only the energy input itself is of relevance, often no
distinction is made between laser and particle beams: the term drivers is
used for the energy source in the ICF context.

However, the initial interaction process differs significantly when laser
or particle beams are used as drivers. Basically, laser light interacts only
with the surface of the matter it encounters, whereas beams penetrate a
certain distance into the material. Therefore the detailed processes of the
interaction phase depend on which type of driver is used. In either case,
the aim is to transfer as much energy as possible into compression energy:
the pros and cons of the different driver types will be discussed in Chapters
2 and 10.

Because research with laser drivers is much more advanced in terms
of achieving fusion conditions, for the moment we will assume the driver
to be a laser beam. In this case, a plasma is created immediately as soon
as the laser beam comes into contact with the outer surface of the capsule
and expands outward from this surface. As Fig. 1.10 shows, the density of
this plasma will be highest close to the capsule surface and lower further
away. As soon as the plasma is created, the laser beam has to penetrate
through it to reach the capsule. Now, the problem is that above a certain
critical density, the plasma will hinder the laser beam from penetrating
any further. Because the critical density surface is located at some distance
from the solid target surface, the laser energy is not deposited directly onto
the capsule surface any more.

The location of the critical density surface depends strongly on the
wavelength, intensity, and pulse length of the laser beam. The choice of
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Figure 1.11. Schematic picture of indirect drive.

these parameters is thus essential for an efficient coupling of the laser energy
to the target. These parameters determine not only the gap between the
critical surface and the target surface, but also the amount of ablation and
the efficiency of the subsequent compression phase. The details of these
dependencies will be discussed in Chapter 3.

Compression Phase

To a large extent, the interaction phase already determines how success-
ful the compression phase will be (i.e., to what degree the capsule can be
illuminated uniformly on its entire surface). Illumination nonuniformity
occurs on two scales — microscopic and macroscopic. Macroscopic nonuni-
formities can, for example, be caused by an insufficient number of beams or
the existence of a power imbalance between the individual beams. One rea-
son for microscopic nonuniformities is the presence of spatial fluctuations
within a single beam itself. There are a number of causes for nonuniform
illumination on both scales, which will be discussed in detail in Chapter
6. The important point is that both types of nonuniformities can lead to
instabilities in the compression phase.

There are two ways to handle the macroscopic instabilities. The obvi-
ous one is to reduce the macroscopic nonuniformities by taking a sufficient
number of beams. This is done in the direct-drive ICF scheme. However,
using many laser beams makes such systems very expensive and technically
challenging. So many smaller scale direct-drive experiments are performed
with just a few high-power beamlines in order to try and infer how a system
with more beamlines would perform.

As an alternative to this direct approach, the x-ray or indirect-drive
approach has been developed, mainly in the United States, but also in
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France, the United Kingdom and Japan. In this scheme the laser energy is
first absorbed in a hohlraum, which is essentially an enclosure around the
ICF capsule. A schematic picture of the indirect-drive scheme is shown in
Fig. 1.11. Here the laser does not strike the capsule directly but instead
the inside of the enclosure. This enclosure consists of high-Z material and
emits x-rays when it is heated by the laser beams. It is these x-rays that
then drive the implosion of the ICF capsule. Current target designs allow
a conversion of the laser energy to x-rays of about 70–80%. Although this
scheme therefore needs a higher energy input, it is less sensitive to hydro-
dynamic instabilities and the requirements on the laser beam uniformity
are lower.

It is still not clear whether a direct or indirect approach would be
better for producing inertial fusion energy (IFE) in a power plant and
there are still vigorous experimental campaigns on both kinds of schemes.

In the past the most powerful laser systems for direct-drive experi-
ments were the GEKKO XII at Osaka University in Japan and the Omega
Upgrade at the University of Rochester Laboratory for Laser Energetics in
the United States. The GEKKO XII system consisted of 12 beams that
delivered 10 kJ of energy in 1 ns at either 0.5 or 0.35 µm wavelength.
GEKKO XII has been redesigned for fast ignition research and plans to
build a device with 60 beams have since been canceled. Today only the
Omega Upgrade has 60 beams and has achieved 40 kJ of energy for different
pulse shapes. However, there are plans to use the National Ignition Facility
(NIF), which is under construction now and optimized for an indirect-drive
scheme, to perform some direct-drive experiments as well.

The indirect-drive scheme is very much favoured by the United States
and France, where military applications play a major part in the ICF pro-
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gram and new laser systems (NIF and Laser Megajoule [LMJ]) are under
construction. However, for a power plant, the whole process of igniting
a capsule has to be repeated at a rate of seconds rather than days (as
in forthcoming experiments) which might eventually make the direct-drive
scheme more favourable.

Whatever the scheme, instabilities cannot be completely avoided. In
particular one has to live with the occurance of the so-called Rayleigh–
Taylor class of instabilities. These instabilities can occur when a denser
material pushes onto a less dense one — as in the classic example of water
on oil. If this metastable state is perturbed, a mixing between the two
regions can set in. This is shown in Fig. 1.12. In ICF there are no heavy
and light fluids, so why do Rayleigh–Taylor instabilities occur? When the
targets are compressed, hot plasma pushes onto colder plasma. This is
equivalent to heavier fluid pressing onto a lighter one, and Rayleigh–Taylor
instabilities can also develop in this situation. A mixing of cold and hot
plasma occurs, which in effect leads to an undesired cooling of the hot
plasma.

This is obviously bad for the compression, so the targets have to be
designed in such a way that Rayleigh–Taylor instabilities are minimized as
far as possible. It turns out that the ratio of the shell radius R(t) to the
shell thickness ∆R(t) is the crucial parameter (see Fig. 1.13). Calculations
show that this so called in-flight aspect ratio R(t)/∆R(t) has to be of the
order of 25–40, and not just at the beginning but at any moment during
the implosion. So the need to avoid Rayleigh–Taylor instabilities directly
influences the design of the deuterium-tritium containing ICF capsule.

The important parameters for the growth rate of Rayleigh–Taylor in-
stabilities during ablation are the wavenumber of the instabilities, the ac-
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celeration of the plasma and the density gradient within the plasma. It
turns out that short wavelength harmonics of these nonuniformities are
fortunately damped by thermal conductivity to a large extent. The most
destructive nonuniformities are of intermediate wavelength. For a detailed
description of how these parameters influence the target design, see Chap-
ter 8.

Let us now assume that the target is designed in an ideal way to
avoid Rayleigh–Taylor instabilities — what other requirements exist for
the compression phase? The acceleration should be performed so that the
creation of so-called hot electrons is avoided as far as possible. These hot
electrons can preheat the fuel and create their own shock fronts. Preheating
the fuel is undesirable, because, as described above, it is then more difficult
to compress it.

Avoiding preheat is especially necessary if a laser is used as driver.
However, to avoid preheat the pulse shape can be chosen in such a way
that the appearance of undesirable additional shocks is avoided to some
degree. Nevertheless, shock waves can not completely be prevented if one
wants to build up the pressure in a reasonable time. Therefore a low-
power prepulse is used and a succession of increasingly intense pulses can
then accelerate the fuel nearly isentropically (for a detailed description see
Section 2).

Deceleration Phase

When the inner part of the fuel reaches the center of the capsule the de-
celeration phase begins. The kinetic energy of the inner part of the fuel
is converted into internal energy. The result is that both temperature and
density increase in the center, whereas the main part of the fuel remains
relatively undisturbed.

In the hot-spot concept, in-flight fuel velocities of at least 2 × 107

cm/s are needed to create the temperature and density necessary to ignite
the plasma in the hot spot region.

To obtain this high fuel density and temperature in the hot-spot area, a
succession of increasingly intense pulses is needed to achieve the necessarily
isentropic compression. In the deceleration phase the last of this succession
of shocks has to act at the same time as the first shock on the compressed
fuel in the center. So the timing of the shocks is essential for this phase to
be successful (more details in Chapter 2).

Ignition and Burn Phase

When the temperature and density conditions in the hot-spot area are right,
ignition occurs. The α-particles produced deposit their energy primarily
in this central area and heat it up very quickly. The radiation, the fusion
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neutrons, and thermal conduction by the electrons then transports the
energy from the hot spot region to the outer fuel area. The temperature
of this outer region increases, so that fusion reactions can also take place
there and the burn propagates further outward.

The entire process takes approximately 10 ps. During this time a very
high pressure builds up that will eventually blow apart the remaining fuel
and thermalized α-particles. This is then the end of the ICF cycle. In
a reactor the next target has to be injected and the whole process starts
all over again. Because in this last stage α-particles are produced, safety
aspects are an important point, which will be discussed in Section 9.5.

Gain

In the fusion process energy is only gained if the energy deposited by the
fusion products exceeds the necessary input energy. Unfortunately, this
input energy is not just the energy needed to heat the fuel: several inef-
ficiencies have to be taken into account along the way. First of all there
are various losses in the driver itself because of radiation etc., this driver
inefficiency results in a 3–20 factor loss of the energy initially put in the sys-
tem. In addition, there are losses in the compression dynamics for example
by Rayleigh-taylor instabilities and the limited burn efficiency mentioned
above. The implosion inefficiency leads to a 10–20 factor higher require-
ment for the input energy.

These other losses of energy during the ICF process are the real prob-
lems in achieving viable fusion, so high driver efficiency and high energy
gains are the crucial points. The former is a question of technological de-
velopment, the latter requires sophisticated target design and tight beam
specifications. How far are we from the goal of achieving fusion with ICF?

Status

Fusion conditions have not been achieved to date, but two major milestones
have been reached independently: bursts of 2 × 1014 neutrons have been
measured (Soures et al., 1996) and 600 times liquid density (∼120 g/cm3

and ρR ∼ 0.1 g/cm2) of compressed fuel has been achieved (Yamanaka,
1989a). In the experiment with the high neutron yield the temperature
was 15 keV and the obtained density only 2 g/cm3. In the high-density,
experiment the maximum temperature was around 300 eV, far too low to
produce an appreciable number of fusion reactions.

It might seem strange that these records in density and neutron pro-
duction lie some time back. The reason is that the reachable density and
neutron production are mainly limited by the energy provided by the laser.
So new records can only be expected when the construction of the next
generation of lasers is completed. The completion of NIF and LMJ will
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certainly break records. It is anticipated that with these lasers break even
will be reached: the energy output will be more than the actual energy
input on the target.

1.5 Outline of the Book

The problem with writing a book about inertial fusion is that nearly ev-
erything is interconnected, so that an ideal way of structuring the material
is not apparent. The same is true for learning how ICF works — all stages
of ICF are strongly intertwined and a lot of cross-referencing is required.
In this book I have taken a chronological approach, following the temporal
development of the inertial confinement process. Therefore, unusually for a
book on ICF, the material starts with the laser which provides the pulse(s).
A short introduction to the basic principles of lasers will be given before
we concentrate on the high-power lasers necessary for inertial confinement
fusion.

From the time the laser hits the capsule, we are dealing with matter
in a plasma state, so Chapter 3 gives an overview of basic plasma physics
required to understand the physical processes in ICF. In Chapter 4 the
interaction of the laser with the target is described. This tackles the ques-
tion how the laser energy is deposited in the target. The way this energy
is then used to drive the compression that leads to the burn is described
in Chapter 5. In Chapter 6 we deal with the instabilities that make the
processes described before less efficient, and in Chapter 7 we discuss the
energy requirements and the expected gain in ICF.

In Chapter 8 the implications of the interaction physics on the target
design are investigated. In Chapter 9 we discuss what would have to be
considered in addition for a future energy-producing reactor. In Chapters
10 and 11 alternative routes to fusion will shown, namely heavy-ion driven
fusion and the so-called fast ignition concept. Finally in Chapter 12 a
glossary of the terms used in ICF is given — the ABC of ICF.
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Chapter 2

Laser Drivers for Inertial

Confinement Fusion

The whole inertial confinement fusion (ICF) process starts with the creation
of beams in the driver. Lasers are by no means the only option as drivers
for ICF. In fact it is believed that for energy-producing ICF power plants,
heavy-ion beams would be much more suitable than lasers (see Chapters
9 and 10). The advantage of heavy-ion beams would be a high repetition
rate for the driver delivering its energy into the target, and a much better
efficiency. The driver efficiency ηdriver is defined as the ratio of “wall-plug”
electrical power Eel that has been converted to driver energy Edriver ,

ηdriver =
Eel

Edriver
. (2.1)

Heavy-ion drivers have a 2–4 times higher efficency than lasers. However,
heavy-ion beam facilities are still far from delivering sufficient energy onto
a target. Laser systems are much more advanced in this respect and it
is likely that the first inertial fusion reactor will still use a laser driver.
Therefore we will restrict the discussion in this chapter to lasers. However,
in Chapters 9–11, different driver options such as heavy-ion and the so-
called fast ignition scheme will be considered in detail.

In this chapter we will first give a very compressed overview of the ba-
sics of lasers physics in general and will then describe the relevant facts for
lasers as ICF drivers. Because this can in no way be a complete description
of this highly complex subject, the interested reader is referred for example
to Davis (1996) for more details.

2.1 Basics of Laser Physics

Lasers differ from other radiation sources by being

• monochromatic,

25
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Figure 2.1. Schematic picture of spontaneous emission between energy levels

E1 and E2.

• spatially coherent,
• temporal coherent, and
• of high brightness.

The basic reason why lasers are such powerful light sources is that the
energy input usually takes relatively long (for a neodymium laser ∼1 ms)
whereas the energy is released on much shorter timescales (∼1 ns) giving a
106 increase in power. This happens the following way: energy is pumped
into the laser medium and the atoms inside are excited to higher energy
levels. As they decay they emit photons, which might hit an other excited
atom. This atom then emits a photon exactly in phase with the first one —
this process is called stimulated emission(see Fig. 2.1). This whole process
can repeat itself again and again, leading to an amplification of light, where
all photons travel in the same direction in phase and eventually can form
a beam. Such a beam can then be focussed to very high irradiances.

Now we consider this mechanism for producing laser light in more de-
tail: assuming a laser system with only one resonant frequency between
the levels of energy E1 and E2, an excited atom can decay to a lower en-
ergy level either spontaneously or by stimulated emission (Einstein, 1917).
Assuming a system of atoms in thermal equilibrium with electromagnetic
radiation at a temperature T , the individual atoms can either absorb or
emit photons with an energy

h̄ω = E2 − E1, (2.2)

where E1 and E2 indicate the energy levels 1 and 2, with level 1 being
lower than level 2 — see Fig. 2.1. All together the photons radiate a black
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body spectrum according to Planck’s law

Up(ω) =
(
h̄ω3

π2c3

)
1

exp (h̄ω/kBT ) − 1
, (2.3)

where Up(ω)dω is the radiation energy within the frequency interval [ω, ω+
dω] per unit volume. The numbers of atoms n1 and n2 per unit volume at
level 1 and 2 in the system are related by the Boltzmann distribution

n2

n1
=
g2
g1

exp
[−h̄(E2 − E1)

kBT

]
,

where g1 and g2 are the degeneracy of the atomic levels 1 and 2, respectively.
The rate equations

dn1

dt
= +An2 +B21Up(ω)n2 −B12Up(ω)n1

dn2

dt
= −An2 −B21Up(ω)n2 +B12Up(ω)n1

describe the change of the populations on levels 1 and 2, where A, B12, and
B21 are known as Einstein coefficients. They are defined by the relations

B = B21 = B12

(
g1
g2

)
A

B
=
h̄ω3

π2c3
= Up(ω) exp

(
h̄ω

kBT

)
− 1. (2.4)

In thermal equilibrium the populations are constant, therefore dn1/dt and
dn2/dt are zero. For h̄ω � kBT the number of stimulated emissions is much
smaller than the number of spontaneous emissions; therefore, it follows from
Eq. 2.4 that

Up(ω) =
A

B
+ 1,

whereas in the case h̄ω 	 kBT , Eq. 2.4 reduces to

Up(ω) exp
(
h̄ω

kBT

)
=
A

B
.

In contrast to lasers, normal light bulbs have a relatively small temperature
so that spontaneous emission dominates, which in turn means that the
optical spectrum is incoherent.

One can define the transition probability per unit time of the excited
level as spontaneous emission lifetime

τsp =
1
A
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Gaussian lineshape

Lorentzian lineshape

Figure 2.2. Comparison of Lorentzian and Gaussian line shapes.

and equivalently the induced emission lifetime

τin =
1

BUp
.

It holds for the transition probability 1/τ per time unit for the excited
state under consideration that

1/τ = 1/τsp + 1/τin. (2.5)

In general, the transition will not only be from an exited level 2 to level
1, but induced by radiation over a range of frequencies around the resonant
frequency. Therefore the laser beam has not a single δ-like frequency but
emits radiation according to a spectral function g(ω), which normalizes as∫
g(ω)dω= 1 for ω0τsp 	 1, where ω0 is the resonance frequency. Taking

this into account, the number of stimulated emissions B21Up(ω)n2 changes
to

n2

∫
B21Up(ω)g(ω)dω =

π2c3n2

h̄τsp

∫
Up(ω)g(ω)dω

ω3

with the natural line shape

gn(ω) =
2τsp

π

[
1

1 + 4τ2
sp(ω − ω0)2

]
. (2.6)

The spectral broadening of the line is described by the full width of the
half maximum (FWHM) of gn(ω) is ∆ωn = 1/τsp.
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Figure 2.3. Simple three-level laser scheme.

The process described above is not the only reason for line broadening
— collisions with atoms, ions or electrons in the laser medium can also
contribute. If the average collision time is τc, the line shape broadening
due to collisions is

gc(ω) =
τc
π

[
1

1 + τ2
c (ω − ω0)2

]
, (2.7)

with a FWHM of ∆ωc = 2/τc. These two — natural and collisional —
line shape broadening effects have Lorentzian profiles (see Fig. 2.2) and are
homogenous broadening mechanisms, which means that the spectrum of
each atom is broadened the same way. In contrast, inhomogeneous broad-
ening occurs if either locally (Doppler broadening) or if inhomogeneities in
the laser medium are responsible. In these cases the broadening occurs at
random resulting in a Gaussian line shape (see Fig. 2.2).

The Doppler effect changes the line shape to a Gaussian, because res-
onance absorption at ω0 is even possible for nonresonant frequencies ω, if
ω = ω0/(1 ± v/c). This leads to a line shape of the form

gD(ω) =
1
ω0

(
mc2

2πkBT

)1/2

exp
[
mc2

2kBT

[
(ω − ω0)2

ω2
0

]]
, (2.8)

with a FWHM of ∆ωD = 4ω0kBT ln 2/(Mc2). In a real laser all line
broadening mechanisms may be present at the same time and the line
shape will be the convolution of all different line shapes.

For lasers to work effectively, it is necessary that the excitation level
2 is more populated than level 1. This situation, where n2 > n1, is called
population inversion. In thermal equilibrium the Boltzmann equation does
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not allow population inversion to occur; therefore, thermal equilibrium has
to be violated.

In the following it is shown how population inversion can be achieved
in a three atomic-level system as illustrated in Fig. 2.3. In such a system
it is possible to achieve a population inversion between level 3 and 2 by
pumping energy into the system. This energy input into the laser medium
can, for example, be achieved by irradiating the laser medium with flash
lamps. We will describe this process in more detail later in this section. The
result of this energy input is that atoms are excited into the upper level 3.
However, because the light from the flash lamp is not monochromatic, only
a small proportion of the incident photons will be suitable for exciting the
atoms. Therefore it is desirable that this upper level has a large linewidth
with a wide frequency range so that a high efficiency in converting the
light from the flash lamps into excitation of the atoms can be achieved.
The excited atoms decay rapidly from level 3 to level 2. In contrast to level
3, this level 2 should have a narrow line width combined with a relatively
long lifetime. This way population inversion between level 1 and 2 — the
lasing transition — can be achieved.

Besides the three level scheme described above, there exists a variety
of level schemes. The simplest model capable of describing the laser types
of interest in ICF applications is the four-level laser illustrated in Fig. 2.4.
The advantage of the four-level scheme is that this population inversion
can be obtained more easily in materials that use a transition to an energy
level above the ground state. The reason is that stimulated emission can
start as soon as the population of the upper lasing level 3 is larger than
that of the lower level 2, which is much smaller than that of the ground
state 1.

The general rate equations in a four-level laser are given by

dn4

dt
= W14n1 − (W41 +A41 + S43)n4

dn3

dt
= W23n2 − (W32 +A32)n3 + S43n4

dn2

dt
= W12n1 − (A21 + S21)n2

n0 = n1 + n2 + n3 + n4, (2.9)

where W = Up(ν)B is the stimulated emission rate and S the radiationless
emission rate. Just before the onset of the laser action, the states 2 and 4
are very sparsely populated and to a first approximation can be neglected.
The equation system (2.9) then simplifies to

dn3

dt
= W14n1 −A32n3.
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Figure 2.4. Simple four-level laser scheme.

The steady state solution of this rate equation is

n3

n1
=
W14

A32
.

Substituting W14 and the lifetime against spontaneous emission A32 = T3,
it follows

n3 =
n1W14

A32
=

8πν2η3T3

c3gTp

where g is the maximum of the line width shape function and Tp the photon
lifetime. The pump power required P = W14n1hνpV is then

P =
8πν2η3V hνp

c3gTp
.

As the beam penetrates through a medium, its intensity changes over the
traveled distance. This propagation of a monochromatic beam in a medium
in direction x can be approximated by

dI(ω)
dx

= (G− κ)I(ω) (2.10)

where I is the energy flux, G its gain for a system with population inversion,
and κ is a dissipation term, which describes mainly loss from collisions.

The gain is given by

G =
π2c2nr

ω2τsp
(n2 − n1)g(ω)



www.manaraa.com

Basics of Laser Physics 32

Low power
input pulse

Neodymium−glass
laser rod

Amplified
output pulse

Pumping power
source

Flashlamp

Figure 2.5. Principle of laser pumping.

and therefore depends strongly on the population inversion. Assuming that
the population difference n1 − n2 is independent of the energy flux I, and
G and κ are independent of x, the solution of Eq. 2.10 is

I(ω, x) = I0 exp [(G− κ)x] .

If the system is in thermal equilibrium and n1 > n2, the radiation energy
decreases exponentially as it propagates. In contrast, if n2 > n1 and G > κ,
the energy flux increases exponentially. This is called light amplification.

There are two classes major of high-power lasers: gas and solid state
lasers, mainly distinguishing themselves through the laser medium used.
In a solid state laser (Nakai, 1994), the medium is an insulated crystal or
glass, and impurity ions are the active media. For high-power lasers the
following laser media are currently under consideration: neodymium glass
(λ = 1.06 µm), KrF (λ = 0.249 µm), CO2 (λ = 10.6 µm), I2(iodine) (λ =
1.3 µm), and titanium sapphire (λ = 0.8 µm) with their respective wave-
lengths in parentheses. Neodymium lasers are the most used laser type in
ICF experiments; the medium can oscillate at several lines but the line at
λ = 1.06 µ is mostly used as laser line.

Let us now consider as an example the individual components of a
glass laser system
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Oscillator

In the oscillator the laser medium is placed between two mirrors — thus
forming a laser “cavity.” The purpose of the oscillator is to produce stand-
ing waves in this cavity, but only amplify and propagate selected modes.
The mirrors are essential because a given wave has to pass back and forth
through the cavity containing the laser medium many times for the oscil-
lations to grow. A variety of oscillation modes is possible as the energy
levels involved in the lasing transition have a certain line width. Because
the length of the cavity is typically 105 to 106 times its wavelength, only a
limited range of frequencies is amplified. However, a number of laser modes
will usually be amplified simultaneously. If the mirrors have a reflectivity
R1 and R2 and the distance between them is L, the relation

R1R2 exp[2L(G− κ)] > 1

has to be fulfilled for laser oscillations to take place. Stable electric field
modes occur only at frequency intervals ∆ν = n(c/2L), with n = 1, 2, 3....

The cavity quality factor Q (or Q-factor) describes the ability of a
laser to amplify a given mode, it is defined as

Q =
2πν0Emode

Pd
,

where Emode is the energy present in the amplified modes and Pd is the
dissipation rate of the energy of this mode in the cavity. Those modes with
the highest Q will be preferentially excited.

An oscillator contains at least two additional elements — an aperture
and either a time-variable loss element or a “Q-switch.” The aperture
ensures that the lowest order transverse mode, which has a spatial Gaussian
profile, is obtained.

The oscillator Q-switch basically functions as an electro-optical shutter
changing its refraction index at certain voltages (e.g., a Kerr or Pockels
cell). If this shutter is closed the oscillation growth is inhibited. During
that closure time the cavity accumulates energy, because the pumping still
goes on and the population inversion still increases, because very little
stimulated emission depletion occurs. When this shutter is opened for a
time much shorter than the build-up of the laser pulse, the switch alters the
Q-factor and the ratio of the stored to the dissipated energy in the cavity
changes from a high to a low value. The oscillations build up very rapidly,
thus releasing the accumulated energy in a short time. The laser pulse dies
out when the excited state population is depleted. By this method the
Q-switch allows the laser output to be restricted to a short-duration pulse.

If the oscillator does not contain a Q-switch but instead a time-varying
loss element, this loss element is modulated at a rate of 2L/c, which is
equivalent to the round-trip time of the cavity. In this way the build-up
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of the pulses cycling through the oscillator has to follow the periodicity of
the loss element. Very close frequency modes are “locked” together, hence
the technique is called “mode-locking”.

Whichever oscillator type is used, its output energy is deliberately kept
small (10−3 to 10−1 J) to have a better control of the laser pulse. In the
next step a telescope system magnifies the radius of the laser beam that
leaves the oscillator before it enters the system of amplifiers.

Amplifier

The beam radiance coming from the oscillator pulse is increased by a series
of amplifiers. The radiance is enlarged by a factor of 104 to 108 with pulse
energies then in the range of 10 to 105 J.

How is this massive increase in pulse energy achieved? In the amplifier
the medium has to be pumped and a population inversion achieved before
the beam actually enters the medium. This pumping is done from the
outside. In the case of a neodymium laser the population inversion can
be done by using xenon flash lamps. However, the efficiency of the energy
conversion from these flash lamps to gain in pulse energy is very low —
1–2%. Therefore new technological developments are urgently needed in
this area. New techniques using diode lasers as pumping systems provide
hope that up to 40% efficiency could eventually be achieved.

Finally, to avoid damage of the oscillators by reflection from the target
of this now very powerful pulse, isolating elements have to be included in
the laser design.

2.2 Lasers for ICF Applications

In the following we discuss the question what the ideal laser for ICF should
look like. The most important considerations are the laser intensity and its
wavelength. In contrast to many other laser applications, ICF experiments
need a laser that delivers very high-power in a relatively short time (∼10
ns).

The maximum electrical Emax and magnetic Bmax fields of the laser
in a vacuum are related to the irradiance IL (in Gaussian units) by

IL =
cEmax

8π
=
cB2

max

8π

or in practical units

Emax

[
V
cm

]
� 2.75 × 109

(
IL

1016W/cm2

)1/2
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Bmax [Gauss] � 9.2 × 106

(
IL

1016W/cm2

)1/2

.

However, the laser intensity should not be too large either: for high
intensities the absorption of the laser light is proportional to the inverse of
the laser intensity (Drake, 1988; Yamanaka, 1989c), so that increasingly a
smaller portion of the laser light is absorbed. An additional limiting factor
is the damage to the final mirror. This has to be avoided, because it would
be impractical to replace the final mirror after only a few shots. The ideal
compromise is an intensity of 1014 to 1015 W/cm2. Usually pulsed lasers
are used, because photon storage in the optical systems would otherwise
be extremely difficult.

The second consideration when choosing a laser for ICF is the wave-
length. In early ICF research a wavelength of first 10.1 µm, then around 1
µm was favored. Nowadays, it seems that a wavelength in the region of 0.3–
0.5 µm is more suitable. Extensive experiments have shown that at shorter
wavelengths, the favorable collisional processes are enhanced, whereas un-
desirable effects such as resonance absorption and Raman scattering are
reduced.

The right beam intensity and wavelength are important but not the
only requirements for ICF lasers. The beam also has to have a certain
shape. The beam shaping occurs in three independent domains:

• Temporal shaping
This is especially important in the hot-spot concept. To achieve the
hot spot in an energy-efficient way (this will be described later in
Chapter 5), the laser pulse has to deliver energy onto the target with
a special time-history.

• Spectral shaping and beam smoothing
Elimination (or at least considerable reduction) of bright and dark
spots in the beam especially at the focus is essential. This is done by
changing the focal beam pattern with fast changes on the wavelength
scale.

• Spatial shaping
The amplifiers are more efficient in the center than at the edges of the
beam. So an initially evenly distributed beam will be weaker at the
edges after passing the main amplifiers. To counteract this effect, the
initial square beam is made more intense at the edges in the preampli-
fiers, so compensating for the higher gain in the center of the amplifiers.

Assuming that one has fulfilled all these requirements, there still remains
the problem that the target is normally irradiated by several beams at
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Figure 2.6. Lasing transitions in a Nd-laser.

once. This would necessarily lead to some irradiation nonuniformity; yet,
irradiation uniformity is one of the main prerequisites for reaching ignition
conditions. This in turn imposes strict requirements on the quality of
single beam and on coordinating of the different beams too. For the targets
currently under consideration for reactors, beam uniformity, power balance,
and beam synchronization of �1% are required.

To summarize, the laser driver starts with a low-power laser pulse that
is then smoothed, shaped, and strongly amplified. This initial weak laser
pulse has only a few nJ and a beam diameter of a few µm. This pulse
acquires a temporal shape and is broadened over multiple colours. Each of
these pulses is amplified and shaped in preamplifier modules.

In two steps the pulse is amplified to some 10 J. During this process
the beams become spatially spectrally and temporally shaped. This in-
cludes beam smoothing as well. Afterwards these beams are amplified to
the intensities required to achieve fusion conditions, keeping their spatial,
spectral and temporal appearance the same.

2.3 Nd-glass Lasers for ICF

At the moment glass lasers are the most advanced type of laser for ICF,
based on the fact that they are able to release high-power in a short time.
Indeed Nd-glass lasers have mainly been used in experiments related to
ICF so far. The solid state lasing material consists of neodymium ions
embedded in a matrix of yttrium aluminum garnet (Y3Al5O12) crystal
or glass. It is a four-level lasing system similar to the one described in
Section 2.1. There are several possible transitions that could be used in
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Figure 2.7. The effect of a phase plate on the focal spot for a Nova beam (adapt-

ed with permission from Lindl (1995), c©1995, American Institute of Physics.)

the laser medium (see Fig. 2.6). However, the infrared transition at 1.06
µm is most used with a double (0.53 µm) or triple (0.35 µm) frequency
multiplication (Singh, 1987) for ICF experiments. The main laser systems
under construction now will use the triple frequency of 0.35 µm, because
the undesirable types of laser-plasma interactions are less pronounced at
these shorter wavelengths. However, recently the idea of using 2ω light in
National Ignition Facility rather than 3ω light has become popular again
because one obtains about twice the energy in 2ω light. The idea is to
trade the higher energy for lower coupling efficiency or symmetry.

The main aim in glass laser research has been to improve beam quality
to achieve a high-laser radiation uniformity on the target. If the irradiation
of the target is not perfectly uniform, it imprints on the target surface and
perturbs the spherical symmetry which can seed hydrodynamic instabilities
(see Chapter 6).

The number of beams and the power and energy balance among the
beams determines irradiation nonuniformity at low spatial frequencies, where-
as the quality of the individual beams determines the high spatial frequen-
cy irradiation nonuniformities. It has been demonstrated by Yamanaka
(1989b) that the uniformity of the irradiance can be improve significantly
by the following techniques:

• random phase plates (RPP)
• spectral speckle dispersion (SSD)
• polarization smoothing
• multibeam overlap (Regan et al., 2005)

RPPs modify the focal-plane intensity distribution to an ensemble
of fine-scale speckles with well-defined statistical properties (Obenschein,
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1986; Lehmberg, 1987; Y. Lin, 1996). The characteristic size of the speckles
depends on the diffraction limit of the focusing optics, where one impor-
tant parameter is the ratio fsp of the focal length to the beam diameter.
The characteristic values for the speckles width dsp and length lsp should
be approximately be given by (Rose and Dubois, 1994; Watt et al., 1996;
Garnier, 1999)

dsp ∼ fλ0,

lsp ∼ 7f2λ0.

The technique of SSD (Rothenberg, 1997; Regan, 2000) significantly
reduces irradiation nonuniformity by rapidly shifting the laser speckle pat-
tern generated on the target by distributed phase plates. A high-frequency
electro-optic phase modulator produces a time-varying wavelength modu-
lation that is angularly dispersed by a diffraction grating.

Polarization smoothing (Tsubakimoto et al., 1993) splits each beam
into two components and recombines the parts so that their irregularities
interfere destructively. PS instantaneously smooths the spatial beam struc-
ture, and thus can be more effective than temporal smoothing techniques.

The combination of random phase plates with the other above men-
tioned techniques allows a much improved irradiance uniformity of the
individual beams (see Figs. 2.7 and 2.8).

Planned and Constructed Laser Systems for Ignition

An overview of the largest past, existing and planned facilities of this type
are given in Table 2.1. Obviously this list is not complete, because there
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Table 2.1. Nd-glass laser systems for ICF research.

System Location Energy Beams Specifications Status

Omega UG USA 30kJ 60 Direct Operates
40 Indirect

Gekko XII Japan 20 kJ 12 Direct Modified to PW
NOVA USA 40kJ 10 Indirect Shut down
Phebus France 6kJ 2 Indirect Shut down

SG-I China 8kJ 8 Indirect Operating
SG-II China 30 kJ 32 Indirect Constructing

Beamlet USA 40 kJ 4 Indirect Operates
NIF USA 1.8MJ 192 Indirect ∼2011
LIL France 60kJ 8 Indirect Operates

LMJ France 1.8MJ 240 Indirect ∼2012
Gekko-PWM Japan 100TW Fast ignition Operates

Gekko-PW Japan 1PW Fast ignition Planned
Vulkan UK 2.6kJ Physics Operating

are many more smaller laser systems used for ICF experiments, too. At
the moment the most powerful operating laser systems for ICF research
is the OMEGA system in Rochester, New York. Their main activity is
experiments for direct-drive applications. In addition, 40 beams of the
60-beam OMEGA system can be rearranged to a geometry suitable for
indirect-drive experiments, but the OMEGA system is not able to achieve
ignition conditions in either configuration.

High-power Nd-glass lasers are under construction at Lawrence Liv-
ermore National Laboratory (LLNL) in the United States (NIF) and in
France (Laser Megajoule — LMJ) with the goal of achieving ignition and
burn (Lindl and McCrory, 1993). Thus it can be expected that the first
ICF ignition will be obtained using a laser of the Nd-glass type.

NIF and LMJ are very similar in design but differ in the details. The
original design was mainly based on the results of the indirect-drive experi-
ments with the NOVA system, which meanwhile has been dismantled. The
conceptual design of NIF can be seen in Fig. 2.9 1 and of LMJ in Fig. 2.10.

The NIF is planned as a 192-beam Nd-glass laser system working at
the tripled frequency of λ = 0.35 µm. An on-target energy of 1.8 MJ and
500 TW delivered in 20 ns is expected. Further design parameters are given
in Table 2.2. The design parameters of the laser are for an indirect-drive
scheme with a target capsule similar to that in Fig. 1.11. One expects that
such a capsule would require a laser pulse of 1.35 MJ to be driven at a

1 Here and in the following c©LLNL indicates that credit must be given to the University
of California, Lawrence Livermore National Laboratory, and the Department of Energy
under whose auspice the work was performed, when this information or a reproduction
of it is used.
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Table 2.2. NIF design parameters for indirect drive.

Beamlet energy balance 8% RMS
Beamlet pointing accuracy 50µm
Prepulse <10 8 W/cm2

Pulse simultaneity <30 ps
spotsize at entrance hole 500 µm

temperature of 300eV.
The main components of one such beam line, where the low power

laser pulse is smoothed, shaped and amplified and eventually directed to
the small target area, are shown in Fig. 2.11. At LLNL one such beamline
(called Beamlet) is already constructed to test the single components of the
system, similarly there exists already the small scale eight-beam prototype
of LMJ called Ligne d’Intégration Laser in France. Each laser pulse must
travel about 450 meters, bouncing off the equivalent of 54 mirrors and going
through 2 meters of glass before it reaches the target. This whole journey
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Figure 2.9. Schematic picture of the National Ignition Facility (NIF) c©LLNL1.
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will take the laser pulses about 1.5 µs.
If we follow the beam, it starts with the optical pulse generation in

a small oscillator of ytterbium-doped optical fiber. This pulse has only
a few nanojoules of energy and the beam measures a few micrometers.
Afterwards the beam is shaped in time and broadened in spectral range
before it reaches the preamplifier modules (PAM) for amplification and
further beam shaping.

In the PAMs the pulse will be amplified by approximately a factor of 1
million in a first step. Afterwards this mJ pulse will be again amplified by
passing the beam four times through a flashlamp-pumped amplifier. In this
process the pulse will be amplified to a maximum of 22 J. To cut costs, NIF
is now planned to have 48 instead of 192 PAMs as originally planned, which
means four beamlines will have to share one PAM. In the PAMs, spatial,
spectral, and temporal beam shaping has to take place. Now the main part
of the amplification of the laser beam as shown in Fig. 2.11 starts. The
nominal 1-J input pulse from the optical pluse generation system is now
amplified in two stages — first in the cavity amplifier and then the boost-
er amplifier. In this process, the spatial, spectral, and temporal features
from the input beam are retained. These amplifiers are far larger than in
conventional lasers. The glass slabs are 46 × 81 cm and 3.4 cm thick, con-
sisting of neodymium-doped phosphate glass and weigh 42 kg each. Each
beamline contains 16 of such slabs. Eight such slabs are stacked together
to accommodate eight beams at the same time and surrounded by 30 kJ
flashlamps.

NIF will contain 7680 such flashlamps, each 180 cm long and cooled

Le Hall D’experience

Le Laser Megajoule

Figure 2.10. Schematic picture of the Laser Megajoule in France c©CEA.
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by nitrogen gas. This cooling is necessary to reduce the beam distortion
and be able to have a shot approximately every 8 hr. To provide the
energy for the flashlamps, the energy has to be stored in a large number of
capacitors. In NIF the energy will be stored in four capacitor bays, each 15
× 76 meters. These four capacitor bays will store about 330 MJ of energy.
The system must provide three pulses to each of the 7680 flashlamps. The
first pulse is a triggered test pulse, the second one a preionization pulse
to prepare the lamps for the main charge, and, finally, the main pulse to
provide the energy for the flash lamps. The pulse power is switched via
huge current-capacity switches and must reliably handle 400 kA.

In NIF a Pockels cell will be used as optical switch. The electro-optic
crystal is made of potassium dihydrogen phosphate (KDP). In contrast
to conventional Pockels cells, which would require the crystal to be as
thick as the beam diameter (here 40 cm), the so-called plasma electrode
Pockels cell uses in addition a thin plate of KDP between two gas discharge
plasmas. Combined with a polarizer, the Pockels cell can be used either to
let the light pass through or be reflected off the polarizer. This allows the
beam to pass four times through the main amplifiers before it continues its
way toward the target area. However, during these four passes wavefront
abberations occur within the beams caused by distortions in the amplifier
glass and other optics. Just as with modern telescopes, adaptive optics is
used here, the main part of which consists of a 40-cm deformable mirror.
An array of actuators enables the mirror surface to be bent in such a way
that it compensates for the distortions. In addition to these deformable
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Figure 2.12. NIF focus area, c©LLNL1.

mirrors, a computerized system is used to align and control the beams
within about 30 min.

The switch-yards convert the beams that have been traveling in bun-
dles of eight — four high and two across — to 2 × 2 arrays, which are then
switched into a radial, three-dimensional configuration around the target
chamber. Just before entering the target chamber, the pulses pass through
the final optics assemblies (FAO), where the pulses are converted from in-
frared (∼1.06 µm) to ultraviolet light (∼0.351 µm) and focused on the
target. This is done, by using two nonlinear crystal plates made of potas-
sium dihydrogen phosphate. The first crystal converts about two-thirds of
the 1.06 µm-light to the second harmonic of 0.53 µm, which is then mixed
with the remaining 1.06 µm light in the second crystal to produce 0.35 µm
light. The conversion efficiency is expected to be between 60–80%.

For optimal focusing each beam is focused to an elliptical spot of 500
µm by 1000 µm and has a flat-topped shape. The reason for this is to reduce
laser entrance hole clearance (Lindl, 1995). The FAOs contain frequency
conversion crystals, vacuum windows, focus lenses, diffraction optics, and
debris shields (see Fig. 2.12). The specification for the NIF beams at this
point can be found in Table 2.2.

Finally the beam will enter the target chamber (for the NIF design
target chamber, see Fig. 2.13), where the laser will eventually illuminate
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the target. This requires extremely high timing and positioning accuracy
of the 192 beams. The clustering of the 192 beams in groups of 4 beams
results effectively in 16 spots in each of the outer cones and 8 in the inner
ones. Thus each 4 beam cluster combines to a f/8 optic.

The laser light enters the hohlraum target through two laser entrance
holes in two cones. For experiments this has the advantage that the relative
brightness of the two cones can be changed, so enabling asymmetries to be
minimized in the energy deposition by x-ray radiation on the capsule.

One function of the target chamber is to provide a 10−6 torr vacuum.
In addition, the target area will be temperature-controlled to 0.3oC to
maintain laser positioning. The target chamber itself consists essentially of
a 10-meter sphere made of aluminum alloy 5083, which is usually used to
build ship structures. The sphere weighs 118,000 kg and is already installed
at LLNL. After ignition it has to shield the surrounding from the emitted
neutrons and gamma rays.

Present Status and Near Future

Of the large laser systems for ICF research only OMEGA-upgrade at Ro-
chester is available for implosion experiments at the moment. It is mainly
used for direct-drive experiments, but to a lesser degree indirect-drive ex-
periments are performed as well.
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The next big step in inertial fusion research will be the completion of
lasers in the MJ range (i.e, NIF and LMJ). With these two laser systems
it should be demonstrated that ignition in ICF can be achieved.

The schedule for NIF is the following: it is planned that the full 192
beams of NIF will be completed in 2010. The completion of the actual
target chamber with its cryogenic system is estimated to take another year.
The plan is to demonstrate ignition by the end of 2011. The schedule of
LMJ is almost identical with the difference that no laser-plasma interaction
experiments will be performed before completion of the full system.

In 2003 a beamline consisting of four beams was completed. These
four beams gave 21 kJ of 1ω light, 11 kJ of 2ω light and 10.4 kJ of 3ω light
each. If all beamlines would achieve the same performance, the 192-beam
NIF laser would be equivalent to 4.0 MJ of 1ω light, 2.2 MJ of 2ω light
and 2.0 MJ of 3ω light, exceeding the design value of 1.8 MJ and well
above the 1.3 MJ the fusion considerations are based on. The beams have
a shaped 25 ns pulse with a beam contrast better than 6% and a beam
energy balance of better than 2%. The relative timing of the beams is 6 ps.
The performance of the beamline met the criteria for beam energy, beam
output, uniformity and beam-beam timing, and beam shape required for
ignition.

As mentioned before, the design of LMJ is very similar to that of NIF,
but it will have more beams (240). The first laser experiments are planned
at 600 kJ in 2006 and with the full strength of 2 MJ in 2010. The first
ignition experiments with DT fuel are envisioned for 2012.
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The next phase in fusion research will occur when these two laser
systems are finished. After demonstrating ICF in principle, the main task
will be to test whether the theoretical predictions for the physical process
anticipated from previous laser experiments at lower energies are actually
correct. This is not only important for our general understanding of the
physical processes in ICF, but essential for the planning of future facilities.
The second big subject of study will everything connected with the resulting
fusion products. It will be the first time that one will be able to investigate
the burn physics and the material damage to the target chamber, leading
the way to the next step in fusion research — the demonstration reactor.

2.4 Alternatives to Nd-glass Lasers

Despite the recent and past success of Nd-glass lasers in ICF experiments,
this type of laser will probably not be used for a commercial ICF reactor.
The reason is that Nd-glass lasers have a low efficiency and a low repetition
rate. For example, the NIF laser has an efficency of below 1%. This
means that 99% of the energy input is lost somewhere on the way; for a
working reactor, such a waste of energy would be completely out of the
question. The same applies for the repetition rate, as stated above for NIF
a repetition rate of one shot every 8 hr is planned. At the moment it seems
nearly impossible to increase the repetition rate to a few times per hour,
not to speak of one shot per second as would be required for a reactor. So
alternatives for a driver have to be found. Apart from completely different
drivers such as heavy-ion beams, there are also possibilities of using a
different types of laser drivers.

Diode Pumped Solid State Lasers

Using diodes instead of flashlamps to pump a solid state laser could allow
a much higher repetition rate plus a better efficiency. For diode pumped
solid state lasers (DPSSL), an efficiency of around 10% is expected. Apart
from its high efficiency and repetition rate, the ultra-high brightness of the
beams would make it attractive as a driver for ICF reactors.

For possible use in reactors there are three facts to consider — the
achievable irradiation uniformity, the cost, and the ideal solid state mate-
rial. Whether solid state lasers can be used for future ICF reactors strong-
ly depends on the first point — the achievable irradiation uniformity on
the target surface. As mentioned earlier several concepts and technologies
for better radiation uniformity have been developed in recent years, SSD,
RPP, polarization smoothing, and multibeam overlap. The aim is now to
build high-power DPSSLs and test which irradiation uniformities can be
obtained.
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Because of steady development during the last few years, laser diodes
can now meet the pumping specifications of high-power lasers, but there
are still cost considerations. Current DPSSLs designs are considered far
too expensive to use in a reactor. A reduction of the production cost by a
factor 10–100 would be required.

Another point that requires further study is the ideal solid-state laser
material. The ideal material is defined by the range of the stimulated
emission cross section and the lower limit of thermal shock (Matsui et al.,
2000). There are different laser materials under consideration: the HALNA
laser at Institute of Laser Engineering, Japan, uses Nd HAP-4, a reinforced
glass material, whereas the 100 J Mercury laser at LLNL uses Yb-SFAB.
For the latter, first diodes have been developed and it is under construction
at LLNL. It will have a pulse length of 2–10 ns and a repetition rate of 10
Hz. The reason why LLNL chose this material is that it operates at nearly
the same frequencies as Nd-glass lasers (1, 0.5, and 0.35 µm) and the hope
is that the experience with Nd-glass lasers could perhaps benefit DPSSLs,
especially as the target interaction should be similar.

Figure 2.15 shows the laser energy of the existing and planned DPSSLs
and compares them with existing flashlamp-pumped systems. Only future
research can show which of these laser materials is best suited to ICF
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Figure 2.16. Main components of Electra KrF laser (Sethian et al. 2003).

reactor applications or whether other materials like optical ceramics have
additional benefits.

Krypton Fluoride Lasers

There is also the possibility of not using glass lasers at all — an alternative
would be excimer lasers, such as Krypton fluoride (KrF). The largest KrF
laser facilities for ICF working (or planned) at the moment are summarized
in Table 2.3.

As an example the main components of the Electra KrF laser at the
Naval Research Laboratory are shown in Fig. 2.16. The cell is filled with a
mixture of Kr, F, and argon. High-power electron beams are injected into
the laser cell from opposite sides. The laser gas is isolated from the vacuum
region in which the electron beams are formed by a foil support structure.
The laser beam then propagates perpendicular to the electron beam. A
gas recirculator ensures that the lasing medium is cool and quiescent for
the next shot (for more details see, for example, Sethian et al., 2003).

KrF lasers have the advantage of a much higher efficiency than Nd-
glass laser — the theoretical maximum is at about 20%. This optimistic
value is somewhat reduced if one takes into account the excitation energy
efficiency, which then gives a more realistic efficiency of about 10%. How-
ever, these values have to be taken with some care as they have only been
tested for smaller devices, tests with the Electra and Nike lasers at the
Naval Research Laboratory point more in the direction of 5%. However,
that would still be considerably more than that for current Nd-glass lasers.
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Table 2.3. KrF lasers for ICF (past and existing).

System Institution Energy beams Pulse Rep.rate

Nike NRL, USA 3–5 kJ 44 4 ns
Aurora Los Alamos, USA 10 kJ 96 480 ns

(project stopped)
Sprite RAL, UK 250 J 1 50 ns

TITANIA RAL, UK 1–10 kJ
Super-Ashura Japan 2.7 kJ 12 2.5–25 ns

Electra NRL, USA 500 J 5 Hz

KrF lasers operate at 0.248 µm, which would optimize the laser-target
physics (see Chapter 4), and the practical bandwidth is 1–3 THz. In ad-
dition to their high efficiency, KrF laser have the advantage of a broad
bandwidth, relatively easy pulse shaping, and higher pulse repetition. The
latter is due to the fact that in KrF lasers the laser medium is a gas. This
gas can be circulated for heat removal making a high pulse-repetition rate
possible.

However, there are disadvantages as well: the pulse duration in KrF
lasers is too long. In principle, this can be overcome by chopping the
pulse into subpulses which are led on different paths to the target area
so that they reach the capsule all at the same time. This mechanism is
called multiplexing, more information on which can be found in Sullivan
(1993). The shorter wavelength of KrF lasers has its disadvantage for ICF
applications, too, because of the shorter wavelength the damage to the
optical elements is much larger.

Only future work will show whether any of these different laser types
or some other driver will be used in an ICF reactor.
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Chapter 3

Basic Plasma Physics

When the laser interacts with the target surface, the atoms become im-
mediately ionized and a plasma consisting of positively charged ions and
negatively charged electrons is created. Thereafter all the processes such
as absorption of the laser energy or compression of the fuel take place in a
plasma environment. It is therefore important to consider the underlying
basic physical phenomena that occur in matter in the plasma state. The
reader familiar with plasma physics may skip this material and continue
with Chapter 4. Only a short description of the basics of plasma physics
can be given here and is also restricted to plasma phenomena essential for
the understanding of the ICF process. For more information about plasma
physics in general, the reader is referred to standard texts such as Chen
(1984), Dendy (1994), Goldston and Rutherford (1996), and Eliezer (2002).

3.1 Debye Length and Plasma Frequency

Plasmas are not such a rare state of matter as our experience on Earth
might suggest. Actually if one looks at the entire universe, 99% of all
matter is in the plasma state. In nature plasmas are encountered in stars
and the interstellar medium, but also closer to us in the Earth’s iono-
sphere and in lightning. Fusion experiments aside, man-made plasmas also
exist in light bulbs, discharges, flat-screen televisions, and are created in
short-pulse laser experiments. Plasma conditions span a very wide range
of temperatures and densities, as Fig. 3.1 demonstrates. So, for example,
whereas the interstellar gas contains only a few particles per cubiccentime-
ter, white dwarfs have of the order of 1030 particles/cm3. Similarly the
temperatures range from room temperatures in nonneutral electron plas-
mas to 108 degrees K in plasmas in magnetic fusion experiments. Note
that in plasma physics, as in this book, temperatures are usually expressed
in the energy unit eV (for conversion, 1 eV corresponds approximately to

50
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Figure 3.1. Different kinds of plasmas as a function of temperature and density.

114000 K). Despite this large variety of plasmas, most of them can be treat-
ed using classical physics; only strongly coupled plasmas (upper left corner
in Fig. 3.1) need special treatment, which will be described in Section 3.8.

All these different types of plasma share a common definition: a plasma
is a quasi-neutral gas consisting of charged particles that show collective
behaviour. Quasi-neutral means that the Coulombic forces between the
particles tend to neutralize local charge imbalance in the system, which
means

ne � Zni

where ne is the electron density, ni the ion density, and Z the ionic charge.
Connected with this is the so-called Debye shielding effect. This describes
the fact that because of the attractive and repulsive forces in the plasmas,
an ion will be surrounded by electrons and vice versa (Fig. 3.2), so that
on a large scale the plasma will be, on average, charge-neutral. The Debye
length λD is the characteristic distance beyond which a charge is completely
shielded from the effects of the surrounding charges. The Debye length λD
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is given (in SI units) by

λD =
(
ε0kBTe

e2ne

)1/2

, (3.1)

where ε0 is the dielectric constant. It follows that for a system to be quasi-
neutral, the system size has to be considerably larger than this Debye
length, because Debye shielding only works if there are a sufficient number
of electrons around the ion. The number ND of electrons in a Debye sphere
of radius is λD is given as

ND = ne
4π
3
λ3

D.

The resulting potential around a shielded ion falls off exponentially and is
given by

ΦD(r) =
e

4πε0r
exp(−r/λD).

In thermal equilibrium the kinetic energy of the electrons has to equal that
of the ions,

1
2
mev

2
e =

1
2
miv

2
i =

3
2
kBTe.

It follows that

vi

ve
=
(
me

mi

)1/2

∼ 1
43
,

which means that because of their much higher mass, ions move consider-
ably slower than the electrons. Therefore, it is the electrons that initially
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respond if the charge neutrality of a plasma is violated (for example by
an external electrical field induced by a strong laser). The electrons try
to restore charge neutrality, producing an oscillation in the plasma. This
oscillation occurs with a frequency characteristic for the type of plasma —
the so-called plasma frequency which is given by

ωp =
(
e2ne

meε0

)1/2

. (3.2)

This plasma frequency plays an important role in almost all plasma pro-
cesses.

3.2 Particle Description

There are basically two different approaches to describe a plasma — either
treating it like a fluid or as many individual particles. In the latter, starting
with constant electric and magnetic fields, the movement of a single particle
in a plasma can be described by the Lorentzian equations of motion

mv = q(E + v × B),
r = vt.

Fortunately, in the context of inertial confinement fusion (ICF) the elec-
tric field induced in the plasma is so strong that in many circumstances
the magnetic field B can be ignored, which leaves us with a linear ac-
celeration parallel to the electric field E. If one would now attempt to
describe the entire plasma consisting of N particles by their positions ri
and their velocities vi, this would mean solving a dynamical problem for
N > 1020 particles — obviously an impossible task. Therefore instead of
the 6N-dimensional phase space (ri,vi) one introduces a distribution func-
tion f(r,v, t) where f(r,v, t)d3rd3v represents the number of particles
contained in the elements (dx, dy, dz) at r and (dvx, dvy, dvz) at v at the
time t. If collisions can be neglected, the system can be described by the
collisionless Boltzmann equation

∂f

∂t
+ v

∂f
∂r

+
F
m
∂f
∂v

= 0, (3.3)

where F is the force. If we substitute F by the Lorentz force, it follows

∂f

∂t
+ v

∂f

∂r
+

q

m
(E + v × B)

∂f

∂v
= 0, (3.4)

— the so-called Vlasov equation. This describes the motion of particles
under the influence of external and internal fields. The equilibrium solution
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of the Vlasov equation is the Maxwell distribution, given by

fM =
(

m

πkBT

)3/2

exp (−v/2vt) , (3.5)

where the thermal velocity vt =
√
kBT/m. So if collisions can be neglected,

the velocity distribution is Maxwellian, just like in a gas.
However, it is not generally a valid assumption to neglect collisions in

a plasma. In particular the electrons can be affected by Coulomb collisions
with the much heavier ions, which for example leads to the thermalization
of the system. The general Boltzmann equation includes a term (∂f/∂t)c,
which describes the effect of collisions on the distribution function

∂fα

∂t
+ v

∂fα

∂r
+

F
m

∂fα

∂v
=
(
∂f

∂t

)
c

, (3.6)

where α = e, i, n. Eq. 3.6 actually represents a system of equations one
for every kind of particle contained in the system (i.e. electrons, ions,
and possibly atoms), which are all connected through the collision term as
(∂f/∂t)c = g(fe, fi, fn).

The general Boltzmann equation would in principle allow the temporal
change of the distribution function, including collisions between electrons
and ions, to be described on a microscopic scale. But apart from very
special cases, because of its complexity, only numerical solutions exist.

However, under certain conditions the collision term can be approx-
imated. In plasma physics the approximation used most often is that of
Fokker and Planck. The Fokker-Planck approximation assumes that small
angle scatterings dominate: the number of collisions where the path of the
particles is altered significantly is so small that it can be neglected. The
Fokker-Planck term for describing the effect of collisions on the distribution
function has the following form(

∂f

∂t

)
c

= − ∂

∂v
(f〈∆v〉) +

1
2

∂2

∂v∂v
: (f (∆v∆v)) . (3.7)

Even after these simplifications, there is no general analytical solution,
but the Fokker-Planck equation is often used to investigate kinetic plasma
phenomena numerically on a macroscopic scale.

3.3 Fluid Description

If one is interested in transport processes on a global scale — for example,
the overall heat transport in the initial interaction phase — it is neither
necessary nor practical to investigate the plasma in such detail as to include
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individual collisions between electrons and ions. For the macroscopic quan-
tities such as density, temperature, and pressure, a simplified fluid picture
of the plasma often suffices. For many applications in the context of inertial
confinement fusion, no charge separation occurs over the length scales of
concern. In these cases the plasma can be considered as a single-component
fluid.

To obtain the simplest one-component fluid description, one basically
considers statistical averages over the velocity distribution; for example,
the density is given by

n(r, t) =
∫
fd3v.

In the case of a charge-neutral plasma, ne = Zni = Zn, and the momentary
state of the plasma is described by the mass density ρ rather than the
distribution function f . The mass density is connected to the electron and
ion density by

ρ = nimi + neme,

and because the electron mass is much smaller than the ion mass, me � mi,
it follows that ρ � nmi. Similarly the velocity of the electrons and ions is
combined to a single fluid velocity

v =
1
ρ

(nimivi + nemeve) � vi.

In hydrodynamics, the description of fluids is based on the three conser-
vation laws of mass, momentum, and energy, resulting in a set of three
differential equations for the temporal development of the fluid.

Similarly, assuming that the distribution f(v) is isotropic, after some
lengthy derivation (for which the reader is referred to plasma physics texts
such as for Eliezer, 2002), the following set equations for the fluid descrip-
tion of a plasma is obtained:

∂ρ

∂t
+ ∇(ρv) = 0 (3.8)

ρ

[
∂v

∂t
+ (v · ∇)v

]
= ∇J × B −∇P +

ρ

m
F (3.9)

m

ne2
∂J
∂t

= E + v × B− 1
ne

J × B +
1
ne

∇Pe − ηJ (3.10)

where J is the current density defined by the sum of the electron and ion
currents J = Je + Ji,

J = niZevi − neZeve � en(vi − ve)
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and the pressure P = Pe + Pi is the sum of the electron pressure Pe and
the ion pressure Pi. The resistivity η is given as η = mνei/ne, where νei is
the electron-ion collision frequency. This collision frequency νei is given by

νei =
π3/2niZ

2e4 ln Λ
21/2(4πε0)2m2v3

t

(3.11)

with the Coulomb logarithm ln Λ = ln(9ND/Z). For a derivation of the col-
lision frequency and the Coulomb logarithm we refer the interested reader
again, for example, to Eliezer (2002).

This equation system 3.8–3.10 describes the plasma in the so-called
single fluid model. For the equation system to be complete it has to be
supplemented by an equation of state, which describes the relation between
pressure and density in the plasma. Depending on the physical context it
is often sufficient to use either the isothermal equation of state,

p = nkBT (3.12)

which holds for a constant temperature system, or the adiabatic equation
of state

p

nγ
= constant (3.13)

where γ = cp/cv = (2+N)/(N) is the adiabatic component defined by the
specific heats at constant pressure (cp) and volume (cp) respectively or via
the degrees of freedom of the system Nfree. We will see in Section 3.8 that
only for the stages in the ICF process where the density of the plasma is
very high do more complex equations of state have to be used.

In ICF physics, Eqs. 3.9 and 3.10 can often be simplified to some
extent. In this context in most cases the magnetic field is small enough in
comparison to the electric field that it can be neglected, which leads to the
following set of equations:

∂ρ

∂t
+ ∇(ρv) = 0,

ρ

[
∂v
∂t

+ (v · ∇)v
]

= −∇P +
ρ

m
F,

∂ρε

∂t
+ ∇ [v(ε+ P ) + κ∇T − Φ] = 0.

When ε = p/(y−1)+1/2ρv2 is inserted into the general equation of motion,
the so-called Navier-Stokes equations are obtained as

∂ρ

∂t
+ ∇(ρv) = 0, (3.14)
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ρ

(
∂

∂t
+ v · ∇

)
v = −∇p+

1
3
∇µ∇v +

ρ

m
F, (3.15)(

∂

∂t
+ v · ∇

)
T = − ρ(∇v)T + ∇κ∇T, (3.16)

where µ is the shear viscosity and κ is the thermal conductivity. This
equation system can now be used to describe the dynamical development
of the plasma.

As already mentioned, the one-component description is only valid
as long as no charge separation occurs over the length scales of concern.
However, in some cases the plasma has to be modeled as a two-component
system, taking care of the electrons and ions separately. This means the
complete plasma description requires six instead of three equations, with
the added complication of considering the interaction between the electrons
and ions via the Maxwell equations. Such an extended set of magnetohy-
drodynamic equations can be quite complex.

Fortunately, it is often not necessary to apply the two-component de-
scription to its full extent. If the Debye length is much shorter than the
mean free path,

λD � λee, (3.17)

where the mean free path is given by λee = 1/nσ, and σ is the collisional
cross-section. Relation 3.17 means implicitly that the charge density and
velocity of the electrons and ions can be assumed to be equal

ne ∼ Zni,

ve ∼ vi.

In this case introducing separate temperatures for the electrons and ions,
Te and Ti, respectively with

Te �= Ti

a description equivalent to Eqs. 3.14–3.16 suffices. This is valid if the
timescale τ of the processes of interest is shorter than the electron-ion
temperature equilibration time τei,

τ � τei. (3.18)

Typically inertial fusion plasmas can be described as a single fluid with two
temperatures. In practice this is done as follows:

Because the mass of the ions is much larger than that of the electrons,
the ions are responsible for the momentum transport and the electrons for
the energy transport. The momentum transport is directly coupled to the
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viscosity and the energy transport to the thermal conductivity. The high
thermal conductivity in the plasma means that µcp � κ and therefore ICF
plasmas are nearly inviscid. Considering these points, ICF plasmas can be
described by the following set of hydrodynamic equations:

∂ρ

∂t
+ ∇(ρv) = 0

ρ

(
∂

∂t
+ v∇

)
v = −∇p+

1
3
∇µ∇v +

ρ

m
F

ρcve

(
∂

∂
+ v∇

)
Te = ∇κe∇Te − pe(∇v) − ωei(Te − Ti) + Se

ρcvi

(
∂

∂
+ v∇

)
Ti = ∇κi∇Ti − pi(∇v) + ωei(Te − Ti) + Si (3.19)

This system of equations is used to describe the dynamics in cases, in
which the electron and ion temperature are only weakly coupled — for
example, modeling of the corona and the ablation zone would need this
kind of treatment.

By contrast, for investigations of the cold compressed plasma core it is
sufficient to use a single temperature description, because the equilibration
time between the electrons and ions is very short (∼10−12 ps) compared
to the dynamical timescales (∼ ns).

Again, analytical solutions of these equation systems exist for a very
limited number of simple cases, so complex computer codes are normally
needed to solve this set of equation systems.

3.4 Plasma Waves

An important property of plasmas is their ability to transmit collective
disturbances or waves, which in the simplest case are just fluctuations in
the electron or ion density. The understanding of wave phenomena is of
special importance in the context of ICF as the laser light can interact
not only directly with the plasma particles but also with the plasma waves
(Kruer, 1988; Liu and Tripathi, 1995).

Here it should be noted that the plasma oscillations with frequency
ωp are not strictly waves (see Section 3.1) because they are stationary. An
an essential aspect of waves, however, is the propagation of the electron or
ion density fluctuations.

In the following the fluid description will be used to investigate the
different types of waves that can be present in ICF plasmas. For the first
type of wave — the Langmuir wave — it is assumed that the ions are at
rest. This is equivalent to setting Ti = 0 and only the electrons have to be
considered in the mass, momentum, and energy conservation equations, so
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the one-component description of the plasma suffices. In the simple case
of a one-dimensional model, the equation system is then given as:

∂ne

∂t
+

∂

∂x
(neve) = 0

mene

[
∂ve

∂t
+ ve

∂ve

∂x

]
= − eneE − ∂

∂x
Pe

d

dt

(
pe

n3
e

)
= 0. (3.20)

Combining the equation system with the Poisson equation for stationary
ions,

∂E

∂x
= − e

ε0
(ne − Zn0) ,

where ni = n0 and vi = 0, a solution can be found by assumes that the
electron movement is small, allowing the fluid quantities to be linearized:

ne = n0 + n1

ve = v1

pe = n0kT + p1

E = E1.

In addition it is assumed that the adiabatic equation of state for an ideal
gas given by Eq. (3.13) can be applied. Because n1 � n0, the nonlinear
terms such as n1vi, v1(∂v1/∂x) can be neglected and it follows that

∂n1

∂t
+ n0

∂v1
∂x

= 0

mn0
∂v1
∂t

= − en0E1 − ∂P1

∂x
(3.21)

∂E

∂x
= − en1

ε0
P1

P0
= γ

n1

n0
.

From the last equation it follows that assuming an adiabatic equation of
state (i.e. P0 = n0kBT for the electrons), the background ions have au-
tomatically an isothermal equation of state P1 = 3kBTen. Elimination of
E1, P1, and v1 in the equation system 3.21 leads to the wave equation(

∂2

∂t2
− 3kBTe

m

∂

∂x2
+ ω2

p

)
n1 = 0. (3.22)

Because we are interested in the harmonic solutions we apply the Ansatz

A = A0e
iωt−kx
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and thus make the substitutions ∂/∂t −→ iω and ∂/∂x −→ −ik to solve
the wave Eq. 3.22. This leads to the Bohm-Gross dispersion relation

ω2 = ω2
p + 3k2

Bv
2
th, (3.23)

which is characteristic for an electron plasma wave. This type of wave is
also called Langmuir or plasma wave. The phase nelocity vΦ = ω/k and
the group velocity vg = dω/dk are connected to the thermal velocity by
the dispersion relation

vgvφ = 6v2
th.

Apart from Langmuir waves, the other types of plasma waves important
in the ICF context are ion acoustic waves and electromagnetic waves. For
all these waves dispersion relations can be derived in a similar fashion as
demonstrated above. The corresponding relations for the ion acoustic wave
and the electromagnetic wave are given by

ion acoustic: ω2 = k2ZkBTe + 3kBTi

mi
(3.24)

electromagnetic: ω2 = ω2
p + c2k2. (3.25)

For a detailed derivation of these dispersion relations the reader is referred
to Kruer (1988). It should be noted that Langmuir waves and ion acous-
tic waves are longitudinal waves, whereas electromagnetic waves are of
transversal character. Even more types of waves exist if strong magnetic
fields are present in the plasma. However, they play a minor role in the
context of ICF (Stix, 1992).

3.5 Plasma Heating

Returning to the electrostatic waves, we note that these waves cannot eas-
ily leave the plasma, because vg ∼ √

3vt � c. Therefore the energy of the
waves will be dissipated to the plasma particles via some damping mech-
anism. There are actually several different types of damping at work, of
which the most important are

• collisional damping or inverse bremsstrahlung and
• Landau damping.

Collisional Damping

Collisional or inverse bremsstrahlung damping is the process that converts
the coherent movement of the electrons in the wave into thermal energy.
The energy conversion proceeds through electron-ion collisions and will be
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treated in detail in Section 4.2. Here only simple considerations of the
timescales involved are given.

The field energy of the wave is Efield = ε0νE
2/2, where ν is the damp-

ing rate. This field energy is converted into kinetic energy Ekin averaged
over the electron distribution, which is Ekin = νeinemv

2
e/2, where νei is

the electron-ion collision frequency and ve the electron velocity gained from
the field given by the Lorentzian equation of motion as ve = eE/mω. From
Efield = Ekin it follows

Efield =
ε0νE

2

2
= νei

nemv
2
e

2
= Ekin.

The damping rate of inverse Bremsstrahlung is therefore given by

ν =
ω2

p

ω2
νei. (3.26)

Landau Damping

Landau damping can occur even in the absence of collisions (i.e., in the
limit νei → 0). This is the case for a plasma with a very high temperature
Te. In a simple one-dimensional picture, the motion of the electrons and
ions in the plasma can be described in the presence of an electrostatic wave
E sin(kx− ωt) by

dv

dt
=
qE

m
sin(kx− ωt). (3.27)

Most particles will have a velocity either much smaller, v � ω/k or higher
v 	 ω/k than that of the wave. These particles oscillate in the field without
any energy change.

However some particles will have a velocity v ∼ ω/k close to the wave’s
velocity, these particles experience a nearly constant field strength and
are either slowed down or accelerated. If the velocity distribution is not
constant, the particles with a velocity close to the wave velocity can become
resonant with the field. Using a linearized version of the Vlasov Eq. 3.4,
one can calculate the damping rate caused by these resonant particles. The
wave damping rate γL because of this so-called Landau damping is given
by

γL

ω
= −

√
π

8
ω2

pω

k3v3
t

exp
(−ω2/2k2v2

t

)
. (3.28)

For a detailed calculation derivation of this damping mechanism see Chen
(1984).
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3.6 The Ponderomotive Force

Because an electromagnetic wave carries momentum, a force is exerted onto
the plasma whenever the direction of the wave is changed. In the simplest
case of a plane wave, the fields can be written

Ey = E0 sin(ωt− kx),

Bz =
E0

c
sin(ωt− kx).

The motion to the second order in field amplitude is given by

y =
−vosc

ω
sin(ωt− kx),

x =
−v2

osc

4ωc

(
cos 2(ωt− kx)

2
− ωt+ kx

)
,

where vosc = eE/mω is the electron “quiver” velocity. In a homogeneous
field the time-averaged force vanishes. This is not so in the case of an
inhomogeneous field, where the force is determined by the gradient of the
field intensity,

fpond = −1
4
e2

ω2m
∇E2

0 .

Ponderomotive forces have to be taken into account if vos > vt. This condi-
tion can be rewritten as a relation for Iλ2. In the case of an inhomogenous
plasma with temperature in the range of 100–1000 eV, the equivalent pon-
deromotive pressure PL = ε0E

2
0/2c becomes important if it exceeds the

local thermal pressure Pe = nekBTe, or if

Iλ2
µm

>∼ 5 × 1015T [keV Wcm−2
µm2]. (3.29)

3.7 Shock Waves

In the introduction it was pointed out that shocks play a dominant role in
the compression phase of ICF. Here we discuss the basics of shock devel-
opment and their propagation in plasmas more quantitatively.

If a plasma is disturbed very strongly in an extremely short time, as in
the case of energy deposition by the driver, the disturbance propagates into
the neighboring plasma regions approximately with the speed of sound cs.
Because the sound speed is proportional to the square root of the plasma
density,

cs ∼ ρ1/2, (3.30)
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Figure 3.3. Temporal development of a shock structure in a plasma.

disturbances propagate faster in high-density regions than in low-density
regions. Therefore, if a fast propagating disturbance travels into a lower
density region, the perturbation profile will steepen, resulting in a shock
wave, as illustrated in Fig. 3.3. This shock wave is supersonic, propagating
faster than the sound speed of the lower density plasma lying ahead.

The so-called Mach number M is commonly used to characterize the
shock wave and is defined by the ratio of the shock velocity vshock to the
sound speed of the plasma ahead of the shock front vs,0,

M =
vshock

vs,0
> 1. (3.31)

Because the shock velocity is higher than the sound speed, the Mach num-
ber is always greater than 1.

Mathematically such a shock can in principle be described as a dis-
continuity in density, velocity, and temperature in the hydrodynamic e-
quations. In reality the shock front is not infinitesimally small, because
viscosity and thermal conductivity effects tend to smear it out somewhat.

In the following, the shock propagation in the medium is described for
the simple case of a planar shock as illustrated in Fig. 3.4. The plasma
behind and ahead of the shock are assumed to be in steady state. The
plasma ahead of the shock described by p0 and ρ0 is assumed to be at
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u1 = u u0 = 0

p0p1

Shock front
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p1 

u1 = vshock 

p0 

u0 = vshock − u1

Fixed frame Frame moving with shock wave
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Shock front

Less dense
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Figure 3.4. Frames of reference for shock description.

rest (i.e., u0 = 0); behind the shock (p1, ρ1), the plasma moves initially
with the velocity u1. It is convenient to shift to a frame comoving with
the shock wave frame (Fig. 3.4b). The conservation laws are then given in
one-dimensional form by

∂ρ

∂t
+ ∇(ρu) = 0,

∂

∂t
(ρu) +

∂

∂x
(p+ ρu2) = 0,

∂

∂t

(
ρcvkT +

ρu2

2

)
+

∂

∂x

[
ρu

(
cvkT +

u2

2
+
p

ρ

)]
= 0. (3.32)

In a steady state the time derivatives can be ignored. In this case the
system of equations (3.32) simplifies to

ρ0u0 = ρ1u1

p0 + ρ0u
2
0 = p1 + ρ1u

2
1

cvkT +
u2

0

2
+
p0

ρ0
= cvkT +

u2
1

2
+
p1

ρ1
.

These equations are known as the Ranking–Hugoniot relations. Using the
definitions V0 = 1/ρ0 and V1 = 1/ρ1 of the specific volumes V0 and V1, we
arrive at the relations

u2
0 = V 2

0

(
p1 − p0

V0 − V1

)

u2
1 = V 2

1

(
p1 − p0

V0 − V1

)
. (3.33)
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Figure 3.5. p-V diagram of Hugoniot and adiabatic curve.

Also, because

1
2
(u0 − u1) =

1
2
(p1 − p0)(V0 − V1)

it follows that

cvk(T1 − T0) =
1
2
(p1 − p0)(V0 − V1).

Combining this equation with the equation of state of the plasma, one finds
that the pressure behind the shock depends only on the pressure in front
of the shock and the densities in front and behind,

p1 = G(p0, ρ0, ρ1). (3.34)

This relation is known as the shock Hugoniot relation. As illustrated in the
p-V diagram of Fig. 3.5, the Hugoniot curve lies above that of adiabatic
compression. The area under the curve is equivalent to the work done to
compress the plasma, so we see immediately that it requires more work to
shock-compress the plasma than it does adiabatically.

If we assume the plasma to be an ideal gas, it follows that

cvT =
1

γ − 1
pV

cpT =
γ

γ − 1
pV. (3.35)

After a short calculation the relationship between the upstream and down-
stream variables is then given by
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Figure 3.6. Comparison between Hugoniot shock and multiple shock compres-

sion.

ρ1

ρ0
=

(γ + 1)p1 − (γ − 1)p0

(γ − 1)p1 − (γ + 1)p0

p1

p0
=

(γ + 1)ρ1 − (γ − 1)ρ0

(γ − 1)ρ0 − (γ + 1)ρ1

T1

T0
= 1 +

2γ
(γ + 1)2

γM2
0 + 1
M2

0

(M2
0 − 1).

Substituting the specific volume into the pressure equation, one obtains the
better known explicit form of the shock Hugoniot relation of an ideal gas:

p1 = p0
(γ + 1)V0 − (γ − 1)V1

(γ + 1)V1 − (γ − 1)V0
= H(V1, p0, V0). (3.36)

In the limit of very weak shocks the propagation of a disturbance approach-
es that of an isentropic sound wave. In ICF, the opposite case of very strong
shocks is much more important. A strong shock means p1 −→ ∞ and it
follows for the densities

ρ1

ρ0
=

(γ + 1) (p1/p0) − (γ − 1) (p0/p0)
(γ − 1) (p1/p1) − (γ + 1) (p0/p1)

−→ γ + 1
γ − 1

.

For a monoatomic gas (i.e., γ = 5/3), it follows that

ρ1

ρ0
(monoatomic gas) −→ γ + 1

γ − 1
= 4, (3.37)

which means that the maximum compression even by an infinitely strong
single shock can never produce more than four times the initial density. In
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other words, however high the applied work, the maximum compression is
limited to this factor of 4. This seems devastating for the high compressions
required for ICF, but fortunately there are alternatives.

The way out is to use a series of weak shocks rather than one strong
one. This has two advantages. First of all, it is more energy efficient to use
a series of weak shocks, as illustrated by Fig. 3.6: one can stay closer to
an adiabatic and isentropic compression and nevertheless reach the same
pressure as a single strong shock. Moreover, it is indeed more efficient to
use weaker shocks and more of them (illustrated in Fig. 3.6) than a single
strong shock. Therefore, the goal in ICF research is to shape the laser pulse
in such a way that the shocks created follow an adiabatic compression as
closely as possible in an energy efficient way.

Although a single shock can only produce a compression of a factor 4,
this enhancment applies to each successive shocks in turn, so that n shocks
can result in a compression of a factor 4n, resulting a much higher total
compression.

The above picture oversimplifies the situation to some extent, because
the shocks were treated assuming the plasma to behave like a single com-
ponent ideal gas. However, the plasma is really a two-component, nonideal
system leading to much more complex shock structures (Gross and Chu,
1969). To start with, the shock is assumed to propagate in an ideal gas, in
which case the shock is can be described as a sharp disconuity in density.
For a nonideal gas, a shock has a certain thickness which is typically of the
order of several mean-free paths of the gas particles (see Fig. 3.7a) result-
ing from the gas viscosity. In a plasma, thermal conductivity is determined
by the electrons, whereas viscosity is due to the ions. The shock density
profile is mainly determined by the ions, so that the shock thickness is of
the order of the mean free path of the ions.

However, the electrons influence the shock profile as well. In Section
3.3 we saw that an ICF plasma can often be described by a single fluid,
two-temperature model. The driver energy is deposited in the electrons,
increasing the electron temperature behind the shock. However, the high
thermal conduction of the electrons allows the electrons to transport this
thermal energy ahead of the shock, where it is then transferred to the ions
via electron-ion collisions. In this way ions are preheated in front of the
shock wave. The shock structure in the plasma has therefore the overall
form illustrated in Fig. 3.7b.

The existence of the preheat “foot” ahead of the shock reduces the
shock strength and therefore the compression of the plasma shock wave.
This effect is obviously highly undesirable, as it can considerably reduce
the efficiency of the compression. Avoiding preheat is therefore a major
consideration when creating a succession of shocks.

The above description of shocks is still not sufficient to understand
compression in the ICF context, in which one has to move beyond the model
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Figure 3.7. Shock profiles in a) real gas and b) plasma.

of planar shocks to that of spherical shocks. The spherical geometry is the
key to achieving the required densities of ∼103 g/cm3 for fusion (planar
shocks could never reach these densities). These spherically symmetric
shocks will be investigate in detail later in Chapter 5 while we continue
here with our introduction of the basic underlying plasma physics. Next
we turn to the question of which equation of state is needed to correctly
describe an ICF plasma.

3.8 Equation of State for Dense Plasmas

In the previous sections it was assumed that the plasma behaves more or
less like an ideal gas; the only modifications to this picture came through
the fact that the plasma consists of two components — namely electrons
and ions. Therefore the equation of state (EOS) for an ideal gas has the
form,

p = nkBT = ρRT, (3.38)

where R is the gas constant per mass unit, or as in Eq. 3.12 was used.
The application of the EOS of an ideal gas is a valid theoretical treatment
for many stages of the fusion process, but not for all of them. Proceeding
through the different stages of the ICF process, we consider which modifi-
cations to the EOS are necessary.

When the driver hits the target, the plasma is heated; here, it is impor-
tant to include the effects of excitation and ionization. Ionization begins
for most materials at 7–15 eV, well below the actual ionization potential.
The internal energy is modified in such a way as to include the changes in
potential and thermal energy of the electrons and ions through ionization.
As the temperatures rise higher the radiation pressure can become com-
parable to the hydrodynamic pressure of the gas. If there exists thermal
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Figure 3.8. Temperature and density regimes where electron degeneracy and

coupling effects play an important role in the equation of state for the example

of a fully ionized hydrogen plasma.

equilibrium with the gas, the radiation pressure prad = σT 4 (∼ black body
radiation) can simply be included in the EOS,

p = nkBT + prad.

However, we saw that a central requirement for ICF to work is to
achieve very high temperatures and densities in the central region. A plas-
ma at such high density will differ considerably from an ideal gas, because
two effects become important, namely coupling effects and electron degen-
eracy.

Figure 3.8 illustrates the different regions in the density-temperature
diagram where these effects are important. For example, at high densities
and low electron temperatures, electron degeneracy dominates, whereas for
high temperatures and high densities, coupling effects play a more impor-
tant role. In the following only the principles of the much more complex
equation of states of high density plasmas will be described — see Eliezer
et al. (2002) for more details.

Strongly Coupled Plasma

An important parameter which characterizes the strength of the interac-
tion between the particles is the ion coupling parameter Γ. It essentially
describes the ratio of the potential to the kinetic energy of the particles of
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the plasma

Γ =
Z2e2

akBT
, (3.39)

where Z is the charge of the particles, a = (4πni/3)−1/3 is the interparticle
spacing, and ni is the ion density. In plasmas with Γ >∼ 1 the potential en-
ergy dominates over the kinetic energy and the plasma is strongly coupled.
Outside the ICF context, such strongly coupled plasmas occur naturally in
planetary (Stevenson, 1982) and stellar (Chaouacha et al., 2004) interiors,
in white dwarfs (Chabrier et al., 1992) and in the crust of neutron stars.
Experimentally, they can be produced by high-intensity, short-pulse lasers,
too (Perry and Mourou, 1994).

Such plasmas have densities equivalent to that of solids, but temper-
atures are far higher, typically in the range of 1 eV–50 keV. The strong
Coulomb coupling significantly affects the basic properties of the system,
not only the EOS but also transport processes. The reason for this is that,
at high densities, collisions become increasingly important. It is not only
the number of collisions but also that large-angle scatterings and three-
body collisions are no longer rare events. All theories based on the as-
sumption of small-angle pair-scatterings are therefore no longer applicable
and the whole problem becomes strongly nonlinear.

Degenerate Electron Gas

For very high densities and relatively low temperatures (which can still be
of the order of 100 000 K) quantum mechanical effects tend to dominate
the behavior of the electron gas. In particular, the exclusion principle
becomes important as the de Broglie wavelength λdeBroglie of the electrons
is in certain temperature-density regimes comparable to the interparticle
spacing a,

λdeBroglie =
h̄√

2πmijkBT
≈ a =

(
3

4πni

)1/3

. (3.40)

Because the electrons are compressed beyond the deBroglie wavelength,
only a limited number of quantum states are available.

If one of the energy levels is filled, no more electrons can be added to
this level, but have to be added to a higher one. The electrons behave like a
degenerate electron gas, where they no longer follow a Maxwell–Boltzmann
distribution

n(ε) ∼ exp[−ε/kT ]

but instead Fermi–Dirac statistics

n(ε) ∼ 1
exp[(ε− µ)/kT ] + 1

, (3.41)
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Table 3.1. Maxwellian vs. Fermi–Dirac distribution.

Quantity Nondegenerate Degenerate

Pressure p ∼ neT neTF ∼ n
5/3
e

Conductivity σ ∼ T 3/2 T
3/2
F

Thermal conductivity κ ∼ T 5/2 TT
3/2
F

where ε is the electron energy. In case of a Fermi–Dirac distributed electron
gas, any quantity that is obtained by averaging over the electron distribu-
tion is significantly altered from that of a Maxwell-Boltzmann electron gas.
Examples of altered dependencies are given in Table 3.1 (Rose, 1988).

The energy of the maximum filled level εF — the so-called Fermi en-
ergy — is given by

εF =
1
8
h2

me

(
3ne

π

)2/3

= 2.19 · 10−15n2/3
e [eV] (3.42)

and the the so-called Fermi temperature by

kBTF =
h̄

2m
(
3π2ne

)2/3 ∼ 7.86eV
( ne

1023cm−3

)2/3

. (3.43)

The electron density and the maximum filled momentum state pF =
√

2meε
are correlated via

ne =
∫ pF

0

8πp2

h3
dp. (3.44)

The usual condition for Fermi degeneracy is expressed by comparing the
thermal energy with the Fermi energy, defining the so-called the electron
degeneracy parameter. This is given by

θe =
kBT

εF
. (3.45)

If θe < 1, the electron gas is fully degenerate. This condition of complete
degeneracy is usually not fulfilled for ICF plasmas — whereas it is for
electrons in a metal, where at solid densities the temperature is below the
Fermi energy of 5 eV.

However, the distinction between degenerate and nondegenerate elec-
tron gas becomes less abrupt for higher temperatures. In this in between
region the electron gas is called partially degenerate, for which the reader
is referred to textbooks on statistical physics. In the context of ICF, the
plasma in the highly compressed core will generally be partially degener-
ate until it ignites and heats to much higher temperatures. This of course
complicates the theoretical treatment of the phase just before ignition.
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In some cases the theoretical investigations can be simplified by treat-
ing the electrons as a uniform neutralizing background and just following
the ion dynamics explicitly. This model is called the one-component plas-
ma — for an overview see Ichimaru (1982). The one-component model can
be used if the plasma has highly degenerate electrons, T � TF , and the
plasma density is so high that a < (π/12)2/3(h̄/me2).

In general, the EOS of strongly coupled or degenerate plasmas is fairly
complex and not completely understood, especially for heavier elements. A
simple analytical expression such as Eq. 3.39 for such plasma does not ex-
ist. Analytical calculations mostly have to apply simplifying assumptions
to treat such systems. One alternative is to simulate the microscopic be-
haviour of dense plasmas either by Monte Carlo methods (Hansen et al.,
1979) or molecular dynamics simulations (Pfalzner and Gibbon, 1996). In
Monte Carlo methods one obtains the properties of the dense plasma from
an ensemble of particle configurations weighted by a canonical ensemble
distribution. In particle simulations the coupled equations of motion of in-
teracting particles are integrated (ab initio). By averaging the microscopic
trajectories in space and time the macroscopic properties can be deduced.

Alternatively, empirical information about the EOS can be obtained
from high-density experiments. The EOS is usually given in tabulated
form combining the information of analytical, numerical and experimental
investigations. One often-used source for the equation of state are the so-
called SESAME tables, see http://www.t4.lanl.gov/opacity/sesame.html.

Remark

This chapter is intended only as a short introduction of the plasma physics
relevant to the ICF context. This is a very compressed overview and in no
way a complete or detailed description. For a derivation of all the equations
introduced here, the reader is refer to the above mentioned books.

In the following chapters we consider how one can understand the rel-
evant processes in ICF by applying simple models, thereby enabling the
beginner to understand the basic physical processes in ICF. However, for
many physical phenomena in ICF these simple models and even more com-
plex analytical description do not suffice to describe the situation realisti-
cally. In these cases numerical modeling is often the only way to investigate
to investigate the physical processes theoretically. Because these codes are
often very specialized and complex, it goes beyond the scope of this book to
describe these numerical methods in detail at this point. However, at the
end of each chapter it will be indicated which additional physical aspects
are included when using such codes.
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Chapter 4

Absorption of Laser Light

In the previous chapter most of the basic plasma phenomena needed to
understand ICF were introduced. In this chapter we will look at which
of these processes take place in the various stages of inertial confinement
fusion. Starting from the moment the laser hits the target and a plasma
created, we will see that the subsequent absorption of laser light is rather
complex and many different processes take place simultaneously. As far as
possible simple models will be used to describe the most important pro-
cesses of this phase. In general sophisticated computer simulations are
necessary to understand absorption physics quantitatively. At the appro-
priate places we will refer to further reading of these detailed studies.

4.1 Coupling of the Laser Energy to the Target

When the laser light hits the target, material immediately evaporates from
the surface and a plasma layer is created. The whole region dominated by

Reflected
light

Laser light

Underdense
region

Overdense
region

Critical surface

nc

Density

xcx

Figure 4.1. Formation of critical density surface.
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Figure 4.2. Schematic picture of laser plasma interactions.

laser-plasma interactions is called the corona. As mentioned in Chapter 2,
the laser light can only penetrate the plasma as long as the plasma density
is not higher than the critical electron density nc given by

nc =
ε0mω

2
L

e2
= 1.1 × 1021

(
λL

1µm

)−2

[cm−3], (4.1)

where ωL and λL are the laser frequency and wavelength, respectively. If
plasma regions are formed with a density higher than the critical density
nc, the plasma frequency becomes larger than the laser frequency (i.e.,
ωp > ωL). The density profile of the plasma ablated from the target surface
is similar to Fig. 4.1. Most light is absorbed at or near the critical surface,
where ne = nc.

As the interaction of the laser with the target continues, distinct re-
gions develop — an absorption domain, a transport domain, and a compres-
sion domain, as illustrated in Fig. 4.2. These domains differ significantly
in temperature and density.

The absorption domain is separated from the transport domain by
the critical surface. The plasma here has a high temperature (∼1000 eV)
but a relatively low density of less than 0.01 g/cm3. In the corona the
electrons absorb the laser energy. This energy is then transported from the
critical surface to the ablation surface, where the plasma is created. In this
transport domain the density is between 0.01 g/cm3 and solid density ( 0.2
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Figure 4.3. The different physical processes going on in the corona of an irra-

diated microballoon. em denotes electromagnetic waves, l Langmuir waves, and

ia ion acoustic waves.

g/cm3 ) with temperatures ranging between ∼30 eV and 1000 eV. Finally,
in the compression domain, the densities range between solid density ρ0

and 10 ρ0 at temperatures of 1–30 eV.

At the ablation surface the plasma blows off in direction of the laser
with approximately sound speed cs. Figure 4.3 illustrates the multitude
of physical processes going on in the corona. These processes will now be
considered in detail.
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b θ

Electron

Ion

Figure 4.4. Coulomb scattering between an electron and ion. b denotes the

impact parameter and θ the scattering angle.

4.2 Inverse Bremsstrahlung Absorption

Inverse bremsstrahlung absorption is an essential mechanism for coupling
laser energy to the plasma. Laser light is absorbed near the critical surface
via inverse bremsstrahlung the following way:

The electrical field induced by the laser the causes electrons in the
plasma to oscillate. This oscillation energy is converted into thermal ener-
gy via electron-ion collisions, a process known as inverse bremsstrahlung.
Bremsstrahlung and inverse bremsstrahlung are connected the following
way: if two charged particles undergo a Coulomb collision they emit radi-
ation — so-called bremsstrahlung. Inverse bremsstrahlung is the opposite
process, where an electron scattered in the field of an ion absorbs a photon.

Using the notation as given by Fig. 4.4, the differential cross-section
dσei/dΩ for such a Coulomb collision is described by the Rutherford for-
mula given by

dσei

dΩ
=

1
4

(
Ze2

mev2

)2 1
sin4(θ/2)

, (4.2)

where θ is the scattering angle and Ω the differential solid angle, which in
spherical coordinates with azimuthal symmetry are connected by

dΩ = 2π sin θdθ. (4.3)

The impact parameter b is related to the scattering angle via

tan
θ

2
=

Ze2

mev2b
.

The total cross-section σei for electron-ion collisions is then obtained by
integration over all possible scattering angles. Using Eqs. 4.2 and 4.3 this
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is given by

σei =
∫
dσei

dΩ
dΩ =

π

2

(
Ze2

mev2

)2 ∫ π

0

sin θ
sin4(θ/2)

dθ. (4.4)

The integral from θ −→ 0 to θ −→ π, which is equivalent to b −→ ∞
and b −→ 0 diverges. Luckily the physical situation in a plasma allow
us to define a lower and upper limit, bmin and bmax, respectively, for this
integration, so that Eq. 4.4 now reads

σei =
π

2

(
Ze2

mev2

)2 ∫ bmax

bmin

sin θ
sin4(θ/2)

dθ. (4.5)

The physical reason for the upper limit is Debye shielding (Sec. 3.1), which
makes distant collisions ineffective. Therefore, in a plasma the bmax limit
can be replaced by the Debye length λD. The lower limit bmin is often set
equal to the de Broglie wavelength; however, Lifshitz and Pitaevskii (1981)
showed that this approach as such is inadequate and derived the lower limit
to be bmin = Ze2/kBTe. The total cross-section in a plasma is then given
by

σei =
π

2

(
Ze2

mev2

)2 ∫ λD

Ze2/kBTe

sin θ
sin4(θ/2)

dθ. (4.6)

Knowing the cross-section one can calculate the collision frequency in the
plasma. The collision frequency νei is defined as the number of collisions an
electron undergoes with the background ions per unit time, and depends
on the ion density ni, the cross-section σei and the electron velocity ve

νei = niσeive. (4.7)

In calculating the collision frequency for electron-ion collisions, one has to
take the velocity distribution of the particles into account. In many cases
it can be assumed that the ions are at rest (Ti = 0) and electrons are
in local thermal equilibrium. A Maxwellian electron velocity distribution
f(ve) (i.e., of the form)

f(ve) =
1

(2πkBTe/m)3/2
exp

[
−
(
mev

2
e

2kBTe

)]
(4.8)

is isotropic and normalized in a way that∫ ∞

0

4πv2
e

(2πkBTe/m)3/2
exp

[
−
(
mev

2
e

2kBTe

)]
= 1.

Using Eqs. 4.4 and 4.8 and performing the integrations, the electron-ion
collision frequency becomes

νei =
(

2π
me

)1/2 4Z2e4ni

3(kBTe)3/2
ln Λ, (4.9)
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where Λ = bmax/bmin, and the factor ln Λ is called the Coulomb logarithm,
a slowly varying term resulting from the integration over all scattering
angles. For low-density plasmas and moderate laser intensities its value
typically lies in the range of 10–20.

In deriving this equation it was assumed that small angle scattering
events dominate, which is a valid assumption if the plasmas density is not
too high. For dense and for cold plasmas Eq. 4.9 is not really applicable
because large angle deflections become increasingly likely, violating the
small angle scattering assumption. If one uses the above method, the values
of bmin and bmax can become comparable so that ln Λ eventually turns
negative — an obviously unphysical result. In practical calculations a lower
limit of ln Λ = 2 is often assumed. However, for dense plasmas a more
complex treatment should really be applied (Bornath et al., 2001; Pfalzner
and Gibbon, 1998). Caution is also necessary if the laser intensity is very
high, as in this case strong deviations from the Maxwell distribution can
occur.

Returning to less dense plasmas, the question is: how is laser energy
now absorbed in the plasma? In a simple model one can assume that the
equation of motion of the electrons is governed by the electric field and the
collisions and therefore described by

dv
dt

=
eE
me

− νeiv. (4.10)

Solving this equation together with the Maxwell equation for a monochro-
matic wave with frequency ωL and a wave number k, one obtains

(k ·E)k −
[
k2 − ω2

L

c2
+

ω2
pω

2
L

c2(ωL + iνei)

]
E = 0.

The transverse waves couple directly to the laser field in vacuum and their
dispersion relation is given by

c2k2 = ω2
L − ω2

pωL

ωL + iνei
. (4.11)

In the plasma corona the collision frequency is much smaller than the laser
frequency, νei � ωL, and a Taylor expansion of Eq. 4.11 in νei/ω can be
performed. Retaining only the first three terms of the expansion yields

k2 =
ω2

L

c2

(
1 − ω2

p

ω2
L

+
iνeiω

2
p

ω3
L

)
.

Solving this equation by expanding the root for νei � ωL and ω2
L − ω2

p 	
(νei/ωL)ω2

p gives

k = ±ωL

c

(
1 − ω2

p

ω2
L

)1/2 [
1 + i

νei

2ωL

ω2
p

ω2
L

1
1 − ω2

p/ω
2
L

]
.
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Inverse bremsstrahlung absorption leads to an energy damping as the laser
propagates through the plasma. This can be described by the absorption
coefficient κib, which is given as twice the imaginary part of k,

κib = 2�(k) =
νei

c

ω2
p

ω2
L

(
1 − ω2

p

ω2
L

)−1/2

. (4.12)

Using the definition of the critical density (Eq. 4.1), one obtains

κib =
νei(nc)
c

n2
e

n2
c

(
1 − ne

nc

)−1/2

(4.13)

and substituting the expression for the collision frequency (Eq. 4.9)

κib ∼ Zi

T
3/2
e

n2
e

(
1 − ne

nc

)−1/2

. (4.14)

The dependence of κib on ne/nc reflects the fact that a large fraction of
the inverse bremsstrahlung absorption occurs near the critical density.

If laser light is absorbed, it means that the laser intensity I changes
while it passes through a plasma. If we assume that the laser light moves
in z-direction, the actual change of the laser intensity I in the plasma is
described by

dI

dz
= −κibI. (4.15)

In general the solution of Eq. 4.15 is complicated by the fact that the
plasma is usually inhomogeneous. An additional difficulty arises from the
fact that κib depends on the electron density, temperature and the Coulomb
logarithm and all these values are time-dependent.

However, for laser pulses of 1 ns duration or longer with intermediate
intensities (<1014 W/cm2), the electron temperature and Coulomb loga-
rithm can be assumed to constant. In this situation Eq. 4.15 can be solved
analytically. The absorption coefficient over a length l is related to the
difference between the incoming Iin and outgoing Iout laser intensity by

αib =
Iin − Iout

Iin
= 1 − exp

[
−
∫ l

0

κibdz

]
. (4.16)

For a linear density profile of the form ne = nc(1 − z/l), Ginzburg (1961)
showed that the analytical solution is given by

αib = 1 − exp
[
−32

15
νei(nc)l

c

]
(4.17)
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Figure 4.5. Experimental data of the laser absorption in solid low-Z targets

(from Eliezer, 2002).

and Kruer (1988) demonstrated that for an exponential profile of the form
ne = nc exp[−z/l], one obtains

αib = 1 − exp
[
−8

3
νei(nc)l

c

]
. (4.18)

For more complex density profiles only numerical solutions exist.
A more detailed calculation of the inverse bremsstrahlung absorption

requires the use of kinetic theory to take into account the electron distri-
bution function and the position of the ions (Dawson, 1968). In this case
the absorption coefficient depends on the ion correlation function. These
effects are often described as nonlinear inverse bremsstrahlung, a detailed
account of which can be found in Sid (2003).

Although inverse bremsstrahlung is an important absorption process
in plasmas, it is not the only one. Inverse bremsstrahlung absorption is on-
ly efficient if enough collisions take place. However, from Eq. 4.9 it follows
that the collision frequency νei scales as T−3/2

e . This means for higher tem-
peratures, which also means higher laser energies, inverse bremsstrahlung
becomes less and less effective. This effect has been verified in many exper-
iments in which the absorption coefficient for a low-Z solid like aluminum
was measured for different laser input energies. Figure 4.5 shows the result
for different wavelength and pulse durations of the laser light.

However there are other processes that couple the energy of the laser
light at higher laser intensities into the plasma; in particular, resonance
absorption and parametric instabilities, which we consider in the following
two sections.
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Figure 4.6. Schematic picture of p-polarization for resonance absorption.

4.3 Resonance Absorption

As illustrated in Fig. 4.1 the plasma that is created by the interaction of the
laser with a solid target has an inhomogeneous density profile comprising
both under- and overdense regions. Whenever light meets a plasma with
these characteristics, electrostatic waves are excited if any component of
the electric field of the light coincides with the direction of the density
gradient (p-polarized interaction). In this case the electric field becomes
very large near the critical surface, and it is here that waves are resonantly
excited. In this way energy is transfered from the electromagnetic into
plasma waves. Because these waves are damped, energy will eventually be
converted into thermal energy, thus heating the plasma. This entire process
of converting laser energy into plasma heating via wave excitation is called
resonance absorption and can be schematically described by the following
diagram:

One damping mechanism for these waves is obviously collisions (Sec-
tion 4.2). However, there are also damping mechanisms of collisionless
nature as for example Landau damping (Section 3.5) and wave breaking.
A simple model for resonance absorption (Duderstadt and Moses, 1982;
Kruer, 1988) shows how this happens: assuming a nonuniform plasma
driven by a uniform electric field of strength Eu and frequency ω0 and
combining the Maxwell equations

∇ · E =
ρ

ε0
,

∂ρ

∂t
+ ∇ · J = 0,
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one obtains

∇ ·
(
J + ε0

∂E
∂t

)
= 0. (4.19)

This means that J + ε0∂E/∂t is a spatially independent component or

∂E
∂t

+
J
ε0

=
〈
∂E
∂t

+
J
ε0

〉
.

Neglecting the ion motion and assuming the oscillation is in z-direction, J
depends on the oscillation velocity vosc as J = −en0(z)vosc. Linearizing J ,
performing the temporal differentiation and using the linearized equation
of motion (Eq. 4.10), it follows that

∂2E
∂t2

+ ω2
p(z)E + νei

∂E
∂t

= − [ω2
p(z) − 〈ω2

p(z)〉]Ed cosω0t.

Assuming an harmonic dependence of E (i.e., E ∼ exp(iωt)), the electric
field response will be

E =
ω2

p(z)Ed

ω2
0(z) − ω2

p(z) + iνeiω0
. (4.20)

The question of interest is, how much of the power is absorbed in the
plasma? For a linear density gradient the absorbed power is given as

Pra = ε

∫
νei|E|2

2
d. (4.21)

Substituting Eq. 4.20 one finally obtains

Pra =
ω0lE

2
d

8
. (4.22)

Note that the dependence on the collision frequency in Eq. 4.21 cancels
out: in other words, the resonance absorption process is independent of
the details of the damping process. This means that, in contrast to in-
verse bremsstrahlung, resonance absorption can be efficient even for very
low electron-ion collision frequencies. Therefore, resonance absorption can
dominate over inverse bremsstrahlung absorption for high plasma temper-
atures, low critical densities, and short plasma scale-length. Put another
way, resonance absorption is the main absorption process for high laser
intensities and long wavelengths. More generally the laser light will be
obliquely incident on the density gradient in the plasma. This situation is
illustrated in Fig. 4.6. In this case the dispersion relation reads as

ω2
0 = ω2

p + ω2
0 sin2 θ + k2

zc
2.
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In Fig. 4.6 the p-polarized light is in the y-z plane and the electric field has a
component E|| that is parallel to the density gradient of the plasma. Kruer
(1988) shows that for linear density gradients this component is given by

E|| ∼ E0

(ω0l/c)1/16
sin θ exp

[
−2

3
(ω0l/c) sin3 θ

]
, (4.23)

where l is the scaling height of the density gradient. This is the component
that drives the resonant process and can be substituted in Eq. 4.20 for Ed.

Laser absorption is only possible if some kind of damping takes place,
which can be either through electron-ion collisions or wave-particle inter-
actions. Regarding the latter as a type of collision, an effective collision
frequency νeff can be introduced, which includes both types of damping.
The absorbed energy flux Ira can then be presented as

Ira =
ε0
2

∫
νeffEdz

integrating along the path of the electromagnetic ray. The fraction fra of
energy absorbed through resonance absorption is then

fra =
Ira

IL
=
∫
νeiE

2dz

cE2
L

. (4.24)

Ginzburg (1961) and Pert (1978) showed that for a linear density profile
the fraction of absorbed energy of a p-polarized wave is

fra ∼ 36τ2 (Ai(τ))3

(|dAi(τ)/d(τ)| , (4.25)

where Ai is the Airy function and

τ = (ωl/c)1/3 sin θ. (4.26)

The maximum of the fractional absorption lies at about τ ∼ 0.8, which,
according to Eq. 4.26, corresponds to sin θ = 0.42λL/l with a value of
fra(τ ∼ 0.8) ∼0.5. This means that for p-polarized laser light of ILλ2

L >
1015 (W/cm2), up to 50% of the absorption can occur through resonance
absorption.

This maximum absorption rate will be rarely achieved in an ICF sce-
nario. The reason is that the range of angles θ depends on the scale-length
l of the density gradient — the larger the scale-length the smaller the opti-
mal angle of incidence. It would be difficult to combine this optimum angle
of incidence with the requirement of illumination uniformity. In addition,
ponderomotive forces (Section 3.6) because of the light pressure steepen the
density profile and therefore shorten the scale length, so that resonance ab-
sorption is increased. This effect is of nonlinear nature and needs a more
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Figure 4.7. Schematic picture of three-wave parametric processes.

comprehensive numerical treatment than that which can be provided by
simple theory.

Although resonance absorption can be very efficient where inverse
bremsstrahlung absorption fails, there is a price to pay: the main fea-
ture of resonance absorption is that only a small fraction of the plasma
electrons carry most of the absorbed energy. This means that as a side
effect, a great many unwanted hot electrons are created, which preheat the
plasma in front of the shock. We will discuss in Section 4.6 how these hot
electrons influence the energy transport in a negative way.

4.4 Parametric Instabilities

As already mentioned, a hot plasma readily supports the excitation of
waves. Waves can enhance absorption, which would be an desirable effect
but can also reduce the absorption of the laser light. Here we want to look
into these wave excitation processes in more detail.

Most instabilities caused by intense laser light can be described by
the resonant decay of the incident wave into two new waves. This kind of
process is called parametric instability. Although there also exist processes
involving four or more waves, these play no significant role in the inertial
confinement fusion (ICF) context. In general three-wave coupling can be
represented by a schematic diagram like Fig. 4.7. Depending on which
types of waves are excited, either the absorption or the reflectivity in the
plasma can be enhanced.

In Chapter 3 we saw that three different wave modes of propagation
are possible in an ICF plasma:

• electromagnetic waves
• electron waves, which is also denoted plasma (sometimes plasmon) or

Langmuir waves
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• ion waves or ion-acoustic waves

The high-power laser pump in an ICF experiment can decay into the fol-
lowing waves via parametric instabilities:

e.m. −→ ion wave + electron wave (decay instability)
e.m. −→ electron + electron wave (two-plasmon decay instability)
e.m. −→ e.m. + ion wave (stimulated Brillouin scattering)
e.m. −→ e.m. + electron wave (stimulated Raman scattering)

where e.m. stands for electromagnetic wave.
Because energy and momentum have to be conserved, a wave-number

and frequency matching criterion (Manley-Rowe relations) of the kind

ω0 ≈ ω1 + ω2 and k0 ≈ k1 + k2

has to be fulfilled, where ω0 and k0 indicate the incident laser light and the
indices 1 and 2 stand for the different types of decay modes.

It follows that these instabilities only occur if a certain relation between
the incident laser light and the plasma frequency are fulfilled. For the above
four cases this implies the following selection rules:

Instability type Wavelength condition

Decay ωL ≈ ωp

Two-electron wave ωL ≈ 2ωp

Stimulated Brillouin ωp < ωL < 2ωp

Stimulated Raman ωL > 2ωp

Since the plasma frequency is determined by the plasma density, these
conditions correspond directly to a location in the plasma (see Fig. 4.1).
The decay instability and stimulated Brillouin scattering (SBS) occur at
the critical density ne ∼ nc, whereas the two-plasmon decay and stimulated
Raman scattering occur near ne ∼ nc/4.

However, even if these conditions on the wavelength are fulfilled, these
instabilities are not always present in a plasma. The intensity of the incom-
ing laser wave has to exceed a certain threshold in order for the parametric
instability to occur, because all natural oscillation modes are damped. If
the laser intensity is higher than this limit, the amplitude of the paramet-
ric decay mode increases exponentially with a characteristic growth rate,
thereby absorbing laser energy. The frequency of the amplified oscillation
is determined by the laser frequency rather than the natural frequency of
these modes — this effect is often referred to as frequency locking.

The minimum laser energy necessary to invoke an instability can be
calculated the following way:
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The coupling of two waves by the laser wave can be described by two
harmonic oscillators with damping and an outside driving force (Nishikawa,
1968),

d2x

dt2
+ 2Γ1

dx

dt
+ (ω2

1 + Γ2
1)x(t) = λz(t)y(t),

d2y

dt2
+ 2Γ2

dy

dt
+ (ω2

2 + Γ2
1)y(t) = λz(t)x(t),

where x(t) and y(t) are the oscillator amplitudes and z(t) = 2z0 cosω0t
represents the laser amplitude. The coefficients Γ1 and Γ2 describe the
degree of damping.

For electrostatic waves in a plasma these equations have to be applied
in the following way. The laser beam is described as a uniform oscillating
electric field and the coupled hydrodynamic equations are:

∂nj

∂t
+ vj

∂nj

∂r
+ nj

∂

∂r
vj = 0,

nj

(
∂vj

∂t
+ vj

∂vj

∂r

)
+

1
mj

∂pj

∂r
=
ejnj

mj
E − νjnjvj

∂

∂r
E =

1
ε0

∑
j

ejnj . (4.27)

There exist such a set of equations each for the electrons and ions indicated
by the subscript j. To simplify things here, these equations are linearized
to determine the threshold and growth rate. The nonlinear analysis is much
more complex and usually requires numerical simulation.

Spatial linearization and averaging over the high-frequency motion of
the electrons simplifies equations 4.27 to

∂2ne

∂t2
+ νe

∂ne

∂t
+ ω2

pe(k)ne =
ie

me
k · E0ni

∂2ni

∂t2
+ νi

∂ni

∂t
+ ω2

ia(k)ni =
ie

mi
k · E0ne,

where ωia = (kBT/mi)1/2k is the ion acoustic wave frequency. This set
of equations is equivalent to that of coupled oscillators shown above. The
dispersion relation corresponding to this set of equations can be obtained by
Fourier transformation for the frequency matching condition ω0 = ω1 +ω2

as

ω2 + iνiω − ω2
ia =

ω2
peω

2
pik

2eE0

4mω2
0

(
1

δω2 − ωR + iνeδω
+

1
ω2

a − ωR + iνeωa

)
,

(4.28)
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Figure 4.8. Raman scattering: a) forward and b) backward scattering.

where δω = ω − ω0, ωa = ω + ω0 and the electron plasma frequency
ωR = ωpe + γekBTek

2/me. This dispersion relations is obviously very
complex, so we look at the two distinct processes of stimulated Raman and
Brillouin scattering separately.

Raman Scattering

Stimulated Raman scattering (SRS) is the resonant decay of the incident
light into a scattered light wave and an electron plasma wave, with fre-
quency and wave number matching conditions

ω0 = ω1 + ω2

k0 = k1 + k2,

where ω0 is the frequency of the incident light, ω1 that of the scattered
light and ω2 is approximately ωp, the electron plasma frequency. Figure 4.8
shows diagrams of the two cases of forward and backward SRS.

Why does an instability arise from this decay process? The answer
is that a feedback loop develops: if small density fluctuations δn exist in
the plasma, the electrons which oscillate in the presence of the electric
field EL of the laser light oscillate and produce a transverse current. The
combination of the scattered light wave with the incident field increases
the density fluctuations through the ponderomotive force (∼ ELES). In
this instability the plasma wave and the scattered light wave grow while
weakening the incident lightwave: light can be scattered forward as well as
backward.

As the frequency of the scatter light is higher than that of the electron
plasma wave, ωs > ωep, the instabilities occur at densities smaller than
1/4nc. The maximum growth occurs for backscattered light, with a growth
rate γback

Raman given by

γback
Raman =

1
4
kvosc

(
ωp

ωb

)1/2

, (4.29)
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Figure 4.9. Schematic picture of Brillouin scattering.

where k is the wave number of the electron plasma wave and vosc the
oscillatory velocity of an electron in the laser field. The forward scattered
light has the smaller growth rate of

γfor
Raman =

ω2
pvosc

2
√

2ω0c
(4.30)

and is therefore less dangerous for the ICF process. If the density is close
to 1/4nc the wave number kep is similar to that of the incident wave, but
if the density is much smaller than 1/4nc then kep ∼ 2k1. If the plasma
density becomes very low, SRS is suppressed by Landau damping of the
plasma wave, which is the case when kepλD > 1/3. Stabilization may also
occur collisional damping in a high-Z plasma.

Brillouin Scattering

The feed back mechanism of stimulated Brillouin scattering is similar to
that of SRS. The difference now is that the density fluctuation is associated
with a low-frequency ion acoustic wave (see Fig. 4.9). This time the wave
number matching condition reads

ω0 = ωs + ωpi

and the maximum growth rate is given by

γback
Brill =

√
3

2

(
k2
0v

2
osc

2
ω2

pi

ω0

)1/3

. (4.31)

This can lead to high reflectivity. Nearly all laser plasma instability growth
rates increase as a function of vosc ∼ (Iλ2)1/2, and for this reason short
wavelength lasers (0.35 µm, 0.248 µm) are strongly preferred as drivers for
ICF.
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4.5 Indirect Drive: Coupling Laser Energy
to the Hohlraum

Up to now we have implicitly assumed a direct-drive scenario where the
laser directly irradiates the target. For indirect-drive targets there is an
additional step to consider in which the laser irradiates the hohlraum wall
instead, and the laser light is first converted into x-ray radiation, which
then drives the compression. This inevitably entails an additional loss of
energy — namely the amount that is absorbed in the wall rather than
re-emitted from the hohlraum walls.

To determine how much energy is absorbed or re-emitted into the
hohlraum itself, we use a simplified approach, assuming a planar hohlraum
wall surface, thus allowing a one-dimensional description. In addition, it
will be assumed that radiation and matter are in local thermal equilibrium.
From the conservations laws of mass, momentum and energy (Eq. 3.4), one
obtains the following set of fluid equations in Lagrangian form:

∂

∂t

1
ρ

=
∂v

∂m
,

∂v

∂t
=
∂P

∂m
,

∂ε

∂t
+ P

∂

∂t

1
ρ

= − ∂F

∂m
. (4.32)

Here, m is the mass of the matter between the fluid particle and the surface
wall per unit area, v is the fluid velocity in the rest frame, P the pressure,
and F the energy flux. In the energy equation we use the fact that heating
of a fluid particle TdS is related to the energy transported out of a fluid
element by TdS = dε+Pd(1/ρ). The dominant heat-transport mechanism
in this situation is radiation transport. It can be assumed that the opacity
is high enough that the diffusion approximation holds, so that the energy
flux can be described by

F = −4σSB

3KR

∂T 4

∂m
, (4.33)

where σSB is the Stefan–Boltzmann constant and KR is the Rosseland
mean opacity. If the temperature suddenly induced by the laser irradiation
at t = 0 is T0, and we can make some estimates of the diffusion process.

Early in the interaction process, the thermal wave proceeds much faster
than the hydrodynamic wave. As the laser intensity is so high at early
times, the material density stays nearly constant i.e., (∂/∂t(1/ρ) = 0). It
follows from Eqs. 4.32 and 4.33 that

∂ε

∂t
= − ∂

∂m

4σSB

3KR

∂T 4

∂m
(4.34)



www.manaraa.com

Indirect Drive: Coupling Laser Energyto the Hohlraum 90

and the heat front moves according to(
m2

t

)
th

≈ 4σSBT
4
0

3KRε0
. (4.35)

The subscript 0 denotes the values at t = 0. From Section 3.7 we know that
hydrodynamic disturbances move with the sound speed; in our notation,
this is equivalent to (m

t

)
h
≈
√
P0ρ0. (4.36)

Equations 4.35 and 4.36 can be used to estimate when and where the
hydrodynamical speed and the thermal speed become comparable. The
time th=th, when these two speeds are approximately the same, is given by

th=th =
(

4σSBT
4
0

3KRε0

1
P0ρ0

)
.

At this time the hohlraum has been heated to a depth

mh=th = th=th

√
P0ρ0.

At times t 	 th=th the situation becomes more complex. At this point
the hydrodynamics begins to influence the heat front and the assumption
above is no longer valid. Numerical simulations are necessary to solve the
complete equation system.

In the case of a hohlraum target typical for the planned NIF exper-
iments (see, for example Lindl, 1995) the energy absorbed in the gold
hohlraum wall after a time τ can be approximated by an empirical relation:

Ewall(MJ) = 5.2 × 10−3K−0.39
0 [3.44P + 1]−0.39 × T 3.3

0 τ0.62+3.3PAwall,

where T0 is the temperature at 1 ns and Awall the wall area of the hohlraum.
For a constant hohlraum temperature (i.e., T0 = Thohl and P = 0), it follows

Ewall(MJ) = 5.2 × 10−3K−0.39
0 T 3.3

hohlτ
0.62Awall. (4.37)

The energy loss per time is then given by the time derivative of Eq. 4.37,that
is

dEwall

dt
(MJ/ns) =

5.2 × 10−3

0.62 + 3.3P
K−0.39

0 T 3.3
hohlAwallτ

−0.38+3.3P .

For a constant loss rate, the condition t0 = τ−0.38+3.3P has be to fulfilled,
which means 1=–0.38 + 3.3P and therefore P = 0.115. For the absorbed
flux Sabs = A−1

walldEwall/dt it follows

Sabs(MJ/ns/cm2) = 4.5 × 1012T 3.3
hohlK

−0.39
0 . (4.38)
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This expression is only applicable for a laser pulse of constant power. For a
shaped pulse the pulse profile makes the whole process much more complex.
In addition, the variability of the x-ray conversion and the size of the laser
entrance holes need to be considered for a more realistic description of the
absorbed power.

The black-body radiation flux emitted from the hohlraum wall is about

Srad(MJ/ns/cm2) ∼ 1013T 4.

Because T = Thohlτ
0.015, it follows for the T 3.3

hohl dependence in Eq. 4.38

T 3.3 = T 3.3
0 τ0.38 ∼ S0.825

rad .

Expressing Thohl in terms of Srad and substituting it into Eq. 4.38, one
obtains

Srad[1015MJ/ns/cm2] = 7.0K0.47
0 S1.21

abs (1015MJ/ns/cm2)τ(ns)τ(ns).

For typical conditions in ICF hohlraums (τ ∼ 1 ns and fluxes of 1014

– 1015 W/cm2) the percentage of the flux re-emitted from the hohlraum
wall to the flux that absorbed by the wall is relatively high. Losses in the
hohlraum wall are therefore tolerable.

As pointed out before, the above treatment assumes a constant laser
pulse with a constant x-ray conversion efficiency. In the ICF scenario both
the laser pulse and the x-ray conversion efficiency are time-dependent. In
this case an analytical treatment is no longer possible. For a summary of
the numerical and experimental results concerning the conversion of laser
light into x-ray at hohlraum walls we refer to Lindl (1995).

Despite some losses through this x-ray conversion process, the indirect-
drive scheme is nevertheless currently the preferred approach to ICF be-
cause the requirements for radiation uniformity are easier to achieve in
indirect drive than in direct drive.

Before we continue with the description of the energy transport, we
consider what happens to the hohlraum when it is heated from the inside:
does it completely evaporate? Obviously when the laser hits the inside
of the hohlraum, mass is ablated from the hohlraum wall, the amount of
which can be approximated by (see Lindl, 1995)

mabl
wall = 1.2 × 10−3T 1.86K−0.46

0 × (3.44P + 1))−0.46τ0.54+1.86P .

Assuming a constant loss rate P=0.115 as before, then the depth to which
the laser penetrates is given by

xwall(µm) = 104m/ρ = 0.53T 1.86
0 τ0.75 (4.39)

for a gold wall, which is a typical material for such a hohlraum. From Eq.
4.39 it follows that for times of around 1 ns and temperatures relevant for
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ICF, only a few micrometers of the hohlraum wall are actually heated, so
that the hohlraum is barely affected and no complicating hohlraum-capsule
interactions are expected.

In Chapter 7 we will return to this x-ray conversion efficiency and
discuss its influence on the overall power balance calculation.

4.6 Energy Transport

Here we return to the point where we left off in Section 4.4 in which we
saw how the energy is absorbed by various processes. The question now is
how this absorbed energy gets transported from the critical surface toward
the solid-density fuel. There are two mechanisms to transport the energy
— radiation and thermal conduction. We will first consider the latter.

Electron Thermal Conduction

The thermal conduction process is dominated by the much lighter and
faster electrons, whereas the slow heavy ions can be largely. To first order
one can treat the process as electrons diffusing through a background of
fixed ions.

In this classical description of electron thermal conduction the heat
flux qth is given by

qth = −κ∇T, (4.40)

where κ is the thermal conductivity, which can be estimated by a simple
model. For a flux of particles in direction x with an average energy ε(x),
the heat flux in the direction x can be approximated as

qth(x) ∼ −1
3
nvl

∂ε

∂x
= −1

3
nvl

∂ε

∂T

∂T

∂x
= −1

3
nvlcv

∂T

∂x
, (4.41)

where l is the mean free path and cv the heat capacity per particle per
volume. The factor 1/3 reflects the averaging over the three space di-
mensions. Assuming that the velocity is the thermal velocity, the thermal
conductivity is given by (Spitzer and Harm, 1953)

κ =
1
3
λevenekB =

5nek
2
BTe

meνei
= 20

(
2
π

)3/2 (kBTe)5/2kB

m
1/2
e e2Z. ln Λ

(4.42)

From kinetic theory if follows that heat flow is only possible if the Maxwell-
ian velocity distribution is in some way distorted. This means that there
has to be a fraction of hot electrons which carry the thermal energy. The
flow of the hot electrons creates an electric field E, which in turn induces a
return drift of cold electrons (see Fig. 4.10). Because the hot electrons from
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Figure 4.10. Skewed electron velocity distribution necessary for electron ther-

mal conduction.

the ablation front have a high energy and the cold electrons of the return
current a low energy, the target is heated. The return current means that
a better approximation to the net heat flow contains an additional term
and reads

qth = −κ∇T − βP E, (4.43)

where βP is the so-called Peltier coefficient. The electric current j is then
given by

j = σEE− α∇T. (4.44)

Demanding that there should be no net current(i.e., j = 0), combining
Eqs. 4.43 and 4.44 it follows

qth = −κ
(

1 − αβP

σeκ

)
∇T. (4.45)

with an effective κeff = (1 − (αβP )/(σeκ))κ = δeκ, the general form of the
electron thermal conductivity is given by

κ = δe20
(

2
π

)3/2 (kBTe)5/2kB

m
1/2
e e2Z ln Λ

. (4.46)

Comparing Eqs. 4.42 and 4.46 it can be seen that the return current effec-
tively reduces the heat transport. This reduction can be up to a factor of
2.

If the temperature gradient is very steep the classical diffusion ap-
proach is no longer valid. It has been shown by Gray and Kilkenny (1980)
that the diffusion approximation is valid as long as

λe
| ∇T |
T

> 0.01. (4.47)
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Figure 4.11. Schematic picture of electron thermal conduction.

If the electron mean-free-path is larger than the temperature gradient,
Eq. 4.45 no longer holds. In computer simulations one usually introduces a
so-called thermal flux limiter to interpolate between Eq. 4.45 and the limit
of a free streaming flux. In many simulation codes an expression such as:

q =
[

1
κe|∇Te| +

2
mv2nev

]−1

is used to handle this problem in practice.

Thermal Conduction Inhibition

The actual measured thermal flux in coronae is nearly an order of magni-
tude smaller than the predicted by the above model, especially for steep
gradients (i.e., λe∇T/T < 0.01). In practice, this transport inhibition
is usually treated by introducing an inhibition parameter finhib. Equa-
tion 4.46 then reads

κ = finhibδe20
(

2
π

)3/2 (kBTe)5/2kB

m
1/2
e e2Z ln Λ

. (4.48)

Simulations show that an inhibit factor of 0.03 is needed to reproduce
experimental results (Rosen, 1984).

However, this is not a very satisfying situation: one should at least
know which processes are responsible for this conduction inhibition, usually
connected to the strong density and temperature gradients. The reasons for
the conduction inhibition is the strong dependence of the collisional mean
free path on the particle kinetic energy. This limits the validity of the above
described standard local transport relations to very long inhomogenity scale
length linh.
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The value of linh has to be at least a hundred times longer than the
electron mean free path, λei, for the Chapman-Enskog perturbative ap-
proach to be valid (Braginskii, 1965; Bychenkov et al., 1995). This condi-
tion can be easily violated in hot dense plasmas produced by high-energy
lasers. In this case the hydrodynamic description no longer suffices, and
the Fokker-Planck description (see Section 3.2) is required.

Using the solution to a linearized kinetic equation and assuming a
large ion charge Z 	 1 and small amplitude perturbations, Bychenkov
et al. (1995) obtained for the electric current j and the electron heat flux
qe for a hydrodynamic description the following expressions:

j = σE∗ + αthikδTe + βjenui

qe = − αthT0E∗ − χcikδTe − βqn0t0ui (4.49)

where E∗ = −ikΦ + (ik/en0)(δnT0 + δTn0) and the electric conductivity
σ, the thermoelectric coefficient αth, the temperature conductivity χc and
the ion density flux coeffcient βj,q given by

α = − (en0/mek
2v2

Te)[−p+ (JN
T + JT

T )/DNT
NT ]

χ = (n0/k
2)[−5p/2 + (2JN

T + JT
T + JN

N )/DNT
NT ]

σ = (e2n0/mek
2v2

Te)(−p+ JT
T /D

NT
NT )

βq = (DRT
NT +DRN

NT )/DNT
NT ]

βj = 1 −DRT
NT )/DNT

NT .

The transport relations 4.49 exhibit the so-called Onsager symmetry: The
coefficent αth is the same in both expressions for j and qe.

Measurements of spatially and temporally resolved temperature and
density profiles by Gregori et al. (1942) find that the profiles disagree with
flux-limited models, but are consistent with nonlocal transport modeling.

In cases in which the above assumption cannot be made, a Fokker-
Planck treatment is required.

Preheat

As mentioned in Chapter 3, the energy transfer from electron plasma waves,
nonlinear wave phenomena, and resonance absorption can create high-
energy electrons, so-called hot electrons. These hot electrons can move
to the center of the target in front of the ablation front, thus preheating
the fuel and making it less compressible. In hohlraum targets Raman in-
stabilities produce hot electrons when the plasma waves are damped in the
hohlraum.

Experiments with planar targets show that the hot electron tempera-
ture depends on the laser power the following way
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for ILλ2
L > 1015 W cm−2µm2:

Th[keV] = 10
(

ILλ
2
L

1015 W cm−2µm2

)0.30±0.05

for ILλ2
L < 1015 W cm−2µm2:

Th[keV] = 10
(

ILλ
2
L

1015 W cm−2µm2

)2/3

. (4.50)

The main problem with the production of hot electrons is the reduced
compressibility of the preheated fuel. Modern targets and beam shapes are
designed in such a way that the preheat εpre should not exceed the specific
Fermi energy εF of the fuel during the implosion,

εpre < εF . (4.51)

It is essential that this condition is fulfilled, because even in the case εpre =
εF , the pressure needed to obtain a given density doubles in comparison to
a compression without preheat.

In such a plasma the electron velocity distribution cannot be described
by a single Maxwellian distribution. A superposition of two Maxwellian
distributions with two temperatures — the mean temperature Tc of the
cold electrons and the mean temperature Th of the hot electrons — is
generally a much better description.

Electrons at the lower end of the electron velocity distribution do not
reach the fuel, but how many hot electrons reach the fuel? This depends
on thickness x of the ablator and the mean range x0 of the hot electrons,

εpre(x) = εx=x0G(x/x0), (4.52)

where G(x/x0) is an attenuation factor. The mean range x0[g/cm2] of hot
electrons of a temperature Th[keV] is given by

x0 =
3 × 10−6(A/Z)T 2

hot

Z1/2
. (4.53)

If one assumes that the hot electron velocities are Maxwellian, the preheat
εpre(x)[J/g] caused in an area A[cm2], depends on the thickness x of the
ablator and the energy Ehot of the hot electrons according to:

εpre(x) =
Ehot

xA

(
x

x0

)0.9

exp

[
−1.65

(
x

x0

)0.4
]
. (4.54)

The tolerable fraction fhot of the laser energy into hot electrons depends
on the Fermi energy εF , the attenuation factor G(x/x0), and on the fuel
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Figure 4.12. Scattering of hot electrons in target.

mass mfuel and the laser energy EL:

fhot =
εFmfuel

ELG(x/x0)
. (4.55)

An effect that has been neglected in this estimate is that the hot electrons
see a relatively transparent plasma except for the very dense core of the
target. Therefore, if the hot electrons are isotropic, in both direct- and
indirect-drive a considerable amount of these hot electrons do not hit di-
rectly the core but reach it after many scattering events as illustrated in
Fig. 4.12. If we include these effects in Eq. 4.55 by a so-called geometric
dilution factor D(rsource/rcap) , the tolerable fraction is then:

fhot =
εFmfuel

ELG(x/x0)D(rsource/rcap)
. (4.56)

However, there is some difference as how this effect manifests itself in direct-
and indirect-drive. In direct-drive targets this scattering occurs off the
space charge potential in the outer regions of the corona (see Fig. 4.12).
When the hot electrons hit the core, they penetrate in front of the shock
wave ablation region.

In indirect-drive targets, only those electrons that have velocities in
direction of the capsule angle will hit the capsule directly. Because most
hot electrons will be produced on average at the hohlraum case radius,
the proportion of the hot electrons hitting directly the capsule will be
approximately Acase/Acapsule, where Acase is the case area (i.e., the inside
area of the hohlraum, and Acapsule the capsule area). Hot electrons that
miss the capsule can be reflected off the case. Experiments show that the
likelihood of the hot electrons being reflected by the high-Z case is about
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Figure 4.13. Comparison of preheat effects in direct and indirect drive targets.

The tolerable fraction of hot electrons fhot is shown as a function of the hot

electron temperature. In these calculations it was assumed that the fuel preheat

is equal to the Fermi energy. Reprinted with permission from Lindl (1995) c©1995,

American Institute of Physics.

50% with about 70% of their energy (Lindl, 1995). These reflected hot
electrons might then hit the capsule.

Overall, direct-drive targets are more sensitive to preheat than indirect-
drive targets.

• In direct-drive targets the beams are absorbed very close to the ablator,
so the geometry does decrease the number of hot electrons that hit the
core too a lesser extend.

• In direct-drive targets there is less ablator material to shield the fuel
from preheat.

Figure 4.13 shows a comparison of simulations for the direct- and indirect-
drive scheme studying the effect of hot electrons for capsules typical in
national ingition facility (NIF) experiments. These simulations assumed a
fuel preheat of the order of the Fermi energy. The fraction of hot electrons
fhot that would be tolerable for the target to still reach ignition is much
less in the direct-drive scenario than in indirect-drive case. As Fig. 4.13
shows, the tolerable fraction of hot electrons lies direct-drive targets lies
below 1%, whereas for indirect-drive 5% of hot electrons is still tolerable.

However, this might be too pessimistic for direct-drive targets. For
direct-drive capsules an adiabat at 3–4 times the Fermi energy is probably
more suitable as this would reduce hydrodynamic instabilities. In this case
the tolerable fraction of hot electrons fhot could equally be a factor of 3–4
higher, making both schemes comparable again.

Olson et al. (2003) showed that in indirect drive ablator preheat can
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significantly alter ignition capsule shock timing and must be accurately
included in capsule design calculations.

Radiation Transport

When the laser interacts with the plasma, x-ray radiation is produced (Gau-
thier, 1989; Kauffman, 1991; More et al., 1988). The x-rays are produced
by various electron transitions, namely, bound-bound, bound-free and free-
free transitions. The probability of these processes is proportional to the
density squared (i.e., n2), so most x-rays are produced in regions of high
electron density. Therefore a short laser wavelength of the incident laser
light is advantageous, because shorter wavelength light reaches to higher
electron densities and the conversion to x-rays is more efficient.

Naturally the actual spectrum of the produced x-ray radiation depends
on the ablator material, the plasma density, and temperature, and is a
superposition of the lines and continuous energies emitted because a result
of transitions. In high-Z materials the laser energy is much more efficiently
converted into x-rays than in low-Z materials, which is why high-Z mate-
rials such as gold are used for the hohlraum ablator surface. Experiments
have shown that in gold targets 80% of the energy of a 1-ns long 263 nm
laser pulse was converted into x-rays in the energy range of 0.1–1 keV.

To describe the radiation transport, we first will define some quantities:

• The spectral radiation intensity Iν [erg/cm2/s] is usually defined as
the radiation energy transported per frequency between ν and ν + dν
crossing a unit area per time in the direction Ω, within the solid angle
dΩ,

Iν(r,Ω, t) = hνcf(r,Ω, t)dνdΩ,

where h is the Planck constant, c the speed of light and f the photon
distribution function.

• The emmisivity jν [erg/cm]3 describes the process of spontaneous
emission and is defined as

jνdνdΩ = [energy/(volume × time)] of spontaneous emission.

This depends on the type of atom, the ionization degree, and the tem-
perature of the plasma, but is independent of the existence of radiation.

• By contrast, for induced emission, which is given by

jν
c2Iν
2hν3

dνdΩ = [energy/(volume × time)] of induced emission.

The existence of radiation is mandatory.
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• The above emission processes are balanced by the absorption and
scattering processes described by

κνIνdΩ = [energy/(volume × time)] absorbed or scattered.

where κν is the opacity given by 1/lν =
∑

j njσνj with lν being the
mean free path and σνj the appropriate absorption and scattering cross
sections.

Imposing a conservation of the energy density in a given frequency ν and
direction ω in an arbitrary volume V and combining all above processes,
the radiation transport equation can be written as

1
c

(
∂Iν
∂t

+ cΩ · ∇Iν
)

= jν

(
1 +

c2Iν
2hν3

)
− κνIν . (4.57)

In thermal equilibrium the ratio of the spontaneous emission to the absorp-
tion is given by (see Section 2.1)

jν
κν

=
2hν3

c2
exp

(
− hν

kBT

)
. (4.58)

Using the following definitions of Iνp and κ′ν ,

Iνp =
jν
κν

1[
1 − exp

(
− hν

kBT

)] ,
κ′ν = κν

[
1 − exp

(
− hν

kBT

)]
,

the transport equation can be rewritten as

1
c

∂Iν
∂t

+ Ω · ∇Iν = κ′ν(Iνp − Iν). (4.59)

To analyze this transport equation, one takes the angular moments. The
continuity equation is obtained as

∂uν

∂t
+ ∇Sν + cκ′νuν = cκ′νuνp (4.60)

by integrating over solid angles. Here uνp is the equilibrium radiation
energy density

uνp =
8πhν3

c3
1

ehν/kT − 1
(4.61)

and Sν the radiation flux. Higher order moments are obtained by multi-
plying with Ω and angular integration. The next higher moment is then
given by

1
c

∂Sν

∂t
+ ∇Pν + κ′νSν = 0, (4.62)
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where is the radiation pressure tensor

P(r, t) =
1
c

∫
4π

ΩΩIνpdΩ, (4.63)

However, if Iν is nearly isotropic, Eq. 4.60 suffices and higher moments can
be neglected.

In this case the radiation energy density can be related to the energy
flux in the diffusion approximation via:

S = − c

κ′ν
∇uν (4.64)

and the diffusion equation of the spectral radiant energy density reads

∂uν

∂t
−∇ c

κ′ν
∇uν + cκ′νuν = cκ′νuνp (4.65)

or if we use the expression

Jν = cκνuνp (4.66)

for the radiant energy density Jν , it can be expressed as

∂uν

∂t
−∇ c

κν
∇uν + cκ′νuν = Jν . (4.67)

This equation can in principle be solved by any standard method for
diffusion problems. However, the difference to conventional heat transport
is that all the coefficients — emission, absorption, and diffusion coefficient
— are not constant, but strong functions of the plasma temperature.

A second difference to other diffusion processes is that the photons
“diffuse” through a number of absorption and reemission processes. If the
radiation diffuses into a colder plasma area, the area is heated and the
properties of the diffusion process are changed. To describe the diffusion
process self-consistently the radiation diffusion equation has to be solved
in tandem with the plasma hydrodynamics, leading to a highly complex
system of equations which must in general be solved numerically.

However, a rough estimate of the relative importance of radiative and
thermal transport can be obtained the following way:
The radiation heat flux is given by

qrad = −λRc

3
Up (4.68)

where λR is the radiation mean-free-path. The radiation energy is

Up =
4σSBT

4

c
. (4.69)
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Using the expression for the radiation thermal conductivity

κR = 16σSBT
3λR/c (4.70)

Eq. 4.68 can be rewritten as

qrad = −κR∇T. (4.71)

For a hydrogen-like plasma with a charge Z the mean free path can be
approximated in the Rosseland case by

λR(H-like) ∼ 8.7 × 106 T 2

Z2ni
[cm]. (4.72)

Comparing the radiation thermal conductivity with the electron thermal
conductivity κe (Spitzer–Härm conductivity), it follows

κR

κe
∼ 5 × 1018

(
kBT

eV

)5/2(cm−3

ne

)
. (4.73)

This means for a solid state density plasma (ne ∼ 1023 cm−3) the thresh-
old where radiation transport becomes more important than electron heat
transport lies at kBT > 100 eV. Thus in cold dense plasmas, electron trans-
port dominates, whereas at later stages when the plasma is already heated
to some degree, radiation transport takes over.
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Chapter 5

Hydrodynamic Compression and

Burn

After the laser light has been absorbed, the energy transport and the ab-
lation processes set off the next step in the inertial confinement fusion
(ICF) process — the hydrodynamical compression phase. The parameter
most critical for the entire success of ICF ignition is the implosion velocity
achieved in this step.

In this chapter we will first compare a target in which the whole sphere
is filled with fuel, with a target in which the fuel is concentrated in a thin
shell. Determining the implosion velocities that can be achieved in either
case, it can be demonstrated that it is very advantageous to use a shell
(or foil) target configuration. We start by using a simple one-dimensional
model with planar geometry and generalize this to spherical geometry.

In Chapter 1 it was explained why the hot-spot concept is the preferred

Ablation

Thermal

Conduction

Energy deposition

Cold fuel

Figure 5.1. Different processes involved in target implosion.
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ρ0 p0

vsolidCompression
wave

r

ρ

ρ1 p1

v1p1

Figure 5.2. Compression of a homogenous medium for a “solid” target.

compression scheme for keeping the energy input for driving the hydrody-
namic compression as low as possible. In this scenario, only a small central
part of the compressed fuel is brought to the temperature necessary for ig-
nition, whereas the rest of the fuel stays at a much lower temperatures (see
Fig. 1.8). It is ignited by a thermonuclear burn wave propagating outward
from the central spark.

5.1 Implosion of Solid Target

We start with the simple model of a solid target in a planar geometry
illustrated by Fig. 5.2. Because of the applied laser field, a pressure p is
generated that creates a shock wave propagating with constant velocity
vsolid. If the coordinate system is chosen so that it moves with the shock
wave, the three relevant conservation relations are:

Mass ρ0vsolid = ρ1v1,

Momentum p0 + ρ0v
2
solid = p1 + ρ1v

2
1 ,

Energy
γ

γ − 1
p0

ρ0
+
v2

solid

2
=

γ

γ − 1
p1

ρ1
+
v2
1

2
,

where the subscripts 0 and 1 denote quantities in front of and behind the
shock wave, respectively, and γ describes the specific heat ratio of the
materials. Assuming that there is no preheat, the material in front of the
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shock will be cold, so that p0 = 0 and these relations reduce to

ρ0vsolid = ρ1v1

p0 + ρ0v
2
solid = p1 + ρ1v

2
1

γ

γ − 1
p0

ρ0
+
v2

solid

2
=

γ

γ − 1
p1

ρ1
+
v2
1

2
.

This can be transformed into the convenient form:

ρ1

ρ0
=
γ + 1
γ − 1

v1 =
γ − 1
γ + 1

vsolid

p1 =
2

γ + 1
ρ0v

2
solid.

From these equations the shock velocity can be expressed in terms of the
applied pressure p1:

vsolid =
[
(γ + 1)

2
p1

ρ0

]1/2

. (5.1)

For a massive planar target, the shock wave would propagate with this
constant velocity until it reaches the center after a distance R. This velocity
would obviously not suffice to obtain the neccessary compression.

5.2 Foil Target

In the next step we wish to see what implosion velocity can be obtained
by using a target where the fuel sits in a layer at the inside of the capsule.
In planar geometry this is equivalent to a foil of a certain thickness ∆R.
If the foil thickness ∆R is small compared with the radius of the target R
(i.e., ∆R � R), the transversal time of the shock wave through the foil
is negligible. Therefore one can treat the foil as if the entire material is
heated instantly.

Assuming the foil remains rigid (an oversimplification — in reality the
foil expands) its motion is given by

Mfoil
dvfoil

dt
= −p1S, (5.2)

where S is the surface and Mfoil is the mass of the foil. This foil mass can
be expressed as Mfoil = ρ0∆RS, and substituting this into Eq. 5.2, one
obtains

dvfoil

dt
=

p1

ρ0∆R
.
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Center of target

P1

∆ R

R

Figure 5.3. Acceleration of a foil target.

If the pressure p1 remains constant, the implosion velocity is given by

vfoil =
p1t

ρ0∆R
.

Here, in contrast to the solid target case, the implosion velocity increases
with time until the target center is reached. Therefore it follows from

R =
∫
vfoil dt = p1t

2/2ρ0∆R

that

t =
√

2Rρ0∆R/p1

and the final implosion velocity of the foil is given by

vfoil = 2
(
p1

ρ0

R

∆R

)1/2

. (5.3)

Comparing the implosion velocities of the solid vsolid and the foil target
vfoil, we have

vfoil

vsolid
=
(

8
γ + 1

)1/2 (
R

∆R

)1/2

. (5.4)

This means that the velocity obtained in a foil target is a factor of (R/∆R)1/2

bigger than in a solid target. According to Eq. 5.4 a large target with a very
thin layer of fuel would be ideal — a so-called “high-aspect ratio target.”
We will see later that other processes such as Rayleigh–Taylor instabilities
set upper limits on the total size as well as R/∆R.
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∆ R

va

vimp

Ablated matter

vexp

m

Figure 5.4. Velocities in the rocket model: vexp is the expansion velocity of the

ablated material, vabl is the velocity at which the ablation propagates and vimp

is the velocity of the implosion towards the center of the target.

5.3 Rocket Model and Ablation

The above foil model does not take into account the fact that part of the
foil heats up and expands away from the target — a process known as
ablation. In the following we will see that ablation is an essential feature
in the compression of ICF capsules. A simple model that describes this
effect is so-called “rocket-model.” In a rocket the steady blow-off of the
fuel accelerates the rocket. In the ICF process the conduction of heat into
the ablation front builds up pressure which drives the ablation of matter
from the outside of the capsule. This in turn leads to the acceleration of
fuel in the opposite direction — that is, toward the center of the capsule
— and drives the implosion of the target.

As the foil heats up and expands, the steady blow-off of ablated plasma
at velocity vexp leads to an acceleration of the target of mass m at velocity
va. Taking the ablation surface of the target as our frame of reference as
in Fig. 5.4, the three conservation laws read in this case

dm
dt

= ρv = const. (5.5)

Pa = ρv2 + P (5.6)[(
γ

γ − 1

)
dm
dt

(
P

ρ

)]
= −

(
1
2

)
dm
dt
v2 + qin (5.7)

For a monoatomic gas γ = 5/3, so that γ/γ − 1 = 5/2. The expansion
speed vexp of the plasma can be assumed to equal the sound speed cs,
which for a constant corona temperature is that of an isothermal gas (i.e.,
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vexp = cs =
√
Pa/ρ). From the conservation equations it follows that

Pa = m(t)
dv(t)
dt

= 2
•
m vexp. (5.8)

If we assume a constant rate of plasma production (i.e., dm/dt=constant),
the mass is given as

m(t) = m0 −
∫ t

0

(
dm
dt

)
= m0− •

m t, (5.9)

where m0 is the initial mass. Substituting Eq. 5.8 in Eq. 5.9 we find

(m0− •
m t)

dv
dt

= 2
•
m vexp.

Integration leads to the rocket equation

v(t) = vexp ln
(m0

m

)
. (5.10)

This means for the implosion velocity

vimp =
P
•
m

ln
m0

m
. (5.11)

or

vimp = vexp ln
m0

m
. (5.12)

What implosion velocities can we expect now for a given deposition
of energy by a driver? As we saw earlier, vexp is directly connected to
the pressure and the mass ablation rate. The pressure generated by the
ablation scales as a power of the incident flux:

P = P0I
c1 (5.13)

as does the rate of ablation
•
m=

•
m0 I

c2 . (5.14)

For the implosion velocity it follows

vimp =
P
•
m
Ic1−c2 ln

m0

m
. (5.15)

This is valid for direct- as well as indirect-drive. However the coefficients c1
and c2 differ for these two schemes. For indirect-drive the ablated material
per time is approximately given by

•
m (g/cm−2s−1) ∼= 3 × 105T 3 = 107I

3/4
15
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and the pressure

P (Mbar) ∼= 3T 3.5 = 170 I7/8
15 ,

where the temperature T is measured in units of [102 eV], the density ρ in
[g/cm3] and I15 the flux in units of 1015 W/cm2.

In the direct-drive case the dependencies are the following:

•
m (g cm−2s−1) = 2.6 × 105

(
I15
λ4

)1/3

P (Mbar) ∼= 40
(
I

λ

)2/3

Using Eq. 5.11 this is equivalent of implosion velocities vdirect
imp and vindirect

imp

given by

vdirect
imp

∼= 1.5 × 108(Iλ2)1/3 ln
(m0

m

)
(5.16)

vindirect
imp

∼= 1.8 × 107I
1/8
15 ln

(m0

m

)
. (5.17)

The absorbed laser energy goes into both the ablation of material from the
outside of the capsule as well as the acceleration of the material toward
the center. Therefore only a part of the total energy PdV applied to the
implosion can be used for the compression of the fuel. The hydrodynamic
efficiency ηh reflects this fact and is defined as the ratio between the energy
Eimp usable for the implosion and the energy Ea going into the ablation,

ηh =
Eimp

Ea
=

1
2mv

2
imp

Ea
. (5.18)

In the reference frame of Fig. 5.4, it follows from energy conservation that

−v
2
exp

2
dm
dt

=
dEa

dt
,

which means for the ablation energy Ea

Ea = −v
2
exp

2
(m−m0).

Substituting this expression into Eq. 5.18, it follows that the hydrodynamic
efficiency is given by

ηh =
1
2mv

2
imp

1
2 (m−m0)v2

exp

=
m

m−m0

v2
imp

v2
exp

.
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Figure 5.5. Hydrodynamic efficiency η as a function of the mass ratio m/m0

according to Eq. 5.20.

Using Eq. 5.12 the hydrodynamic efficiency can either be expressed in terms
of the velocities

ηh =
(
vimp

vexp

)2 1
exp(vimp/vexp − 1)

or the masses

ηh =
m

m−m0
ln2 m

m0
. (5.19)

Equation 5.19 is often expressed as function of the rest mass ratio x =
m/m0, which then reduces to:

ηh =
x ln2 x

1 − x
(5.20)

In Fig. 5.5 the hydrodynamic efficiency is plotted as a function of the
rest. It can be seen that even under ideal conditions the hydrodynamic
efficiency is less than 1 for any given m/m0. The maximum achievable
efficiency is about 70% for constant vexp. However, there is substantial
thermal energy in the ablating material, so that, according to Hatchett
and Rosen (1993), the overall efficiency is in fact reduced to

ηh =
4(γ − 1)
5γ − 3

T2

Tx

x ln2 x

1 − x
, (5.21)

where x = m/m0, T2 is the temperature at the ablation, and Tx is the
temperature at low density so that T2/Tx ∼ 0.5. So for a monoatomic gas
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with γ = 5/3 the efficiency is reduced by a factor of 4 in total. For 0.2
< x < 0.7 this gives η ∼ 15%, and in experiments it usually lies in the
range of 7–12%.

In the following we assume that the payload has been accelerated to the
implosion velocity vimp at half of its initial capsule radius R. Integrating
the rocket equation in time gives

R

2
=
∫ t1

0

v dt

or, substituting Eq. 5.10,

R

2
= −vexp

∫ t1

0

lnxdt.

Substituting dt = dm/
•
m= dx/

•
x and equivalently x1 = m1/m0 relates R

to the fraction of ablated mass and one obtains

R

2
= −vexp

•
x

∫ x1

0

lnxdx = − vexp
.
x

[x1 lnx1 − x1 + 1]

= − vexp
.
x

[
m1

m0
ln
m1

m0
− m1

m0
+ 1
]

with
•
x = vabl/∆R, it follows for m1/m0

ln
(
m1

m0

)
= ln

(
1 − vablt1

∆R

)
≡ vimp√

T
. (5.22)

The aspect ratio is therefore related to the implosion velocity via

R

∆R
=

2vexp

vabl

[
1 −

(
1 +

vimp√
T

)
exp

(
−vimp√

T

)]
. (5.23)

For direct-drive the implosion velocity vimp is usually smaller than vexp

(i.e., 1 < vimp/
√
T < 4). In this case Eq. 5.23 reduces to

R/∆R � 2vexpvabl ln(m1/m0) =
v2

imp

vablvexp
=
ρv2

imp

Pa
(5.24)

which means that the implosion velocity is given by

vimp ∼ 1
2
R

∆R
vabl. (5.25)

This equation again suggests that a thin shell would be preferable. Howev-
er, as mentioned before, that hydrodynamic instabilities tend to make the
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compression unstable means that there exists an upper limit on the aspect
ratio that can be chosen. This will be discussed in detail in Chapter 6.

For indirect drive the implosion velocity can be approximated by

vimp(cm s−1)
4 × 107

� β3/5

(
T (eV)
300

)0.9

for
R

∆R
∼ 30, (5.26)

which relates the implosion velocity to the radiation temperature.
Another important parameter for the target design is the ablation

velocity vabl. Because of the requirement of a compression close to Fermi
degeneracy, it can be assumed that P = 2βρ5/3, and therefore

vabl =
d
dt

∆R =
•
m

ρ
= 0.017β3/5T 0.9 (5.27)

where β is a constant describing the deviation from the ideal Fermi gas.
In the above calculations no distinction between the fuel material and

ablator material was made, both of which are present in an ICF target.
If the driver energy is continously injected between two different materials
the instantaneous conservation of momentum flux gives mv2

imp = Mv2
exp.

The driver intensity is converted into the energy flow mv3
imp/2 +Mv3

exp/2;
therefore, the ratio of the energy fluxes in both directions are given by

1
2mv

3
imp

1
2Mv3

exp

=
(
M

m

)1/2

.

This equation shows that the energy preferably goes to the lighter element,
which is the reason for placing heavy material at the outside of the target.

How does the implosion velocity depend on the target construction in
the rocket model? If a shell of in-flight thickness ∆R and density ρshell is
uniformly accelerated with an acceleration a from its initial radius R0 to
R0/2 by an ablation pressure pa, its velocity is

v2
sh = 2aR0/2 =

pa

ρsh∆R
R0.

The shell then compresses the fuel to a final pressure pf given approxi-
mately by ρshv

2
sh (Kilkenny et al., 1994)

pf ∼ ρv2
sh = pa

R0

∆R
.

One can perform a similar calculation to obtain the implosion velocity
(Rosen and Lindl, 1983; Max et al., 1980).
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5.4 Compression Wave — Shock Front — Shock Wave

Here we want to reflect shortly on how a shock wave develops and under
which conditions it can be expected to remain stable. In Chapter 3 we
saw that the higher the density, the faster a wave travels. This means
that for material containing density perturbations or inhomogeneties the
different regions will move at different velocities. As in most solids the
sound velocity increases with pressure,

dcs/dp > 0. (5.28)

High-pressure disturbances catch up with low-pressure disturbances, so
that the initial density profile ρ(t = 0) as well as the pressure p(t = 0)
become distorted at later times. in this way a compression wave is steep-
ened into a shock front.

In a real plasma, viscosity and thermal transport counteract steepen-
ing of the wave front. These dissipative forces eventually outbalance the
steepening effect because of the density-dependent sound velocity. The
wave profile remains unchanged and a steady shock wave proceeds more —
or — less unaltered.

Under which conditions is a shock wave stable? There are two possible
locations for disturbances: either in front of or behind the shock wave. In
the first case, the disturbance in front of the shock has to move slower than
the shock wave, otherwise it would create a shock front itself. In the second
case, the disturbance has to be fast enough, otherwise the shock will decay.
The condition for a stable shock is therefore

cs + vd ≥ vs > csd. (5.29)

Using Eq. 5.29, the relations c2sd = (∂p/∂ρ)sd = V (∂p/∂V )sd and v2
s =

V0(p1 − p0)/(V0 − V1) this condition becomes:

−
(
∂p

∂V

)
sd

<
p1 − p0

V0 − V1
<

(
∂p

∂V

)
H

. (5.30)

In other words (p1 − p0)/(V0 − V1) must be steeper than the slope of the
isentrope of the initial state but less steep than the Hugoniot at the final
state.

5.5 Compression Phase

To model the compression phase one can start using the equivalent of
equation (4.4) in spherical geometry given by Yabe (1993)

d2R

dt2
= −4πR2

M
p1.
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The total fuel mass is given by M = 4πρ0R
2
0∆R0; therefore,

d2R

dt2
= − R2

ρ0R2
0∆R

p1. (5.31)

If a homogeneous isentropic compression is assumed, the thickness ∆R
of the fuel layer decreases at the same rate as the radius R. From mass
conservation it follows that the compression is approximately given by

ρ

ρ0
=
(
R0

R

)3

(5.32)

p

p0
=
(
R0

R

)3γ

. (5.33)

Because the shell pressure equals the applied pressure, combining Eqs. 5.31
and 5.33 leads to

d2R

dt2
= − p0

ρ0∆R0

(
R0

R

)3γ−2

.

In the case of an ideal gas (γ = 5/3) the solution of this differential equation
is

R = R0 (1 − χt)1/2

where χ =
√

4p0/R0∆Rρ0. Using Eq. 4.15 it then follows that

p = p0

(
1

1 − χt

)3γ/2

.

This equation shows that the pressure should have a certain time-depen-
dence — provided by a tailored pulse to achieve the required compression.

5.6 Spherically Convergent Shock Waves

As we saw in Section 3.7, single planar shock waves can only compress the
plasma by a factor of 4. It was suggested there that the key to achieving the
required high density in ICF targets is the use of multiple shocks combined
with the spherical converging geometry.

As long ago as 1942, Guderley found a self-similar solution of the
Euler equation for spherically converging shock waves. He showed that for
spherically convergent shocks a compression by a factor of 33 is possible.
His solution shows that initially the spherical shock leads to a density
increase by a factor of 4 just like for a plane shock. However, in the
spherically symmetric case this is followed by an isentropic compression
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leading to a total compression by a factor of 15. Later the reflection of the
shock wave at the center more than doubles the total compression, leading
to a total density increase by a factor of 33. To produce a spherically
converging shock wave by depositing energy uniformly on a target, a driver
energy of (Brueckner and Jorna, 1974)

Edriver = 1.6
M3

g

ε4D
η2 [MJ], (5.34)

would be required. Here where Mg is the fusion gain, εD is the driver
coupling efficiency and η the desired compression. More detailed studies
showed that the required driver energy using a single shock to compress
the pellet to breakeven conditions would be 500 MJ. This is far more than
any driver could provide nowadays.

As just mentioned, it requires much less energy to perform an isen-
tropic compression by a succession of multiple shocks, a process we now
look at in more detail.

5.7 Isentropic Compression

If the DT fuel stays close to being Fermi degenerate during the compression,
the compression energy is small compared with the ignition energy for the
same amount of fuel. Every Fermi particle occupies a phase space of volume
h3, so N particles in a volume V therefore fill a phase space

Nh3 =
∑

s

∫
V

∫
pf

d3xd3p.

The spin of the particles is s = 1
2 , so the sum over all spin states is 2. If

pfermi is the momentum of the highest energy particles, it follows that

Nh3 = (2s+ 1)V
4π
3
pfermi.

Expressed in terms of the Fermi energy, εf = p2
f/2m, this reads

εf =
h̄2

2me

(
6π2

2s+ 1
N

V

)2/3

. (5.35)

This means that εf(eV)= 14ρ2/3(g/cm3). Because the average energy per
particle is 0.6 εf , the specific energy εDT of DT in J/g is related to the
density the following way

εDT (J/g) = 3 · 105ρ2/3(g/cm3). (5.36)



www.manaraa.com

Multiple Shocks 116

In this calculation it was assumed that we deal with an ideal Fermi gas. In
reality the gas is only partly degenerate and therefore temperature effects
play a role. If this is included we have instead

εDT (J/g) = 3 · 105ρ2/3(g/cm3)
(

1 +
0.02T 2

e (eV)
ρ4/3

)
. (5.37)

This equation shows that temperature effects can be neglected as long as
0.02T 2

e (eV) � ρ4/3. For DT at 1 g/cm3 the temperature effects do not
play a role as long as the temperature stays below a few eV, but for higher
temperatures these effects have to be considered. In the ICF context, ion
contributions and molecular effects play role as well, which have not been
included here.

5.8 Multiple Shocks

For an efficient compression it is necessary to produce a sequence of shock
waves that follow the adiabatic compression curve for the fuel as closely as
possible. This can be achieved by shaping the laser pulse in such a way
that the pressure on the target surface gradually increases, so that each
shock generated rises in strength.

When the shocks reach the center their kinetic energy is converted into
thermal energy, leading to a temperature increase: they are then reflected
and propagate outward. However, this leads to an additional requirement
for successful compression — these shocks have to be timed in such a way
that they do not overtake each other but all arrive at the center of the
capsule simultaneously. Obviously the final temperature in the center is
determined by the combined strength of the shocks and preheat has to be
avoided.

A simple model for a perfectly isentropic compression along the adiabat
can give an estimate of the energy requirement for this process. In a simple
piston approach the work performed between the states before and after
the compression, indicated by the subscripts 0 and 1, respectively, is given
by

W0→1 =
∫ 1

0

pdV = const.

Assuming an equation of state of the form pV γ = constant, the performed
work is

W0→1 = C

∫ 1

0

V −γdV, (5.38)

where C is a constant. The states before and after the compression are
related via

p0V
γ
0 = p1V

γ
1
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p0

p1
=
V1

V0

γ

=
T0

T1

γ/(γ−1)

.

It follows that

W0→1 =
p1V1 − p0V0

1 − γ
=

nk

1 − γ
T0

[(
V0

V1

γ−1)
− 1
]
. (5.39)

Equation 5.39 shows that only a relatively small amount of the required
driver energy actually goes into the compressed fuel. Most of the energy
is used to produce the pressure to drive the compression. For example,
compressing 1 mg of DT fuel with an initial temperature of 1 eV to 1000
times its liquid density requires only of the order of 6 kJ — far less than
the required driver energy.

In Section 5.2 we saw that the energy requirements for compression is
reduced significantly by using not a solid target but targets that contain
just an outer shell of DT fuel. For such shell targets Kidder (1976a,b)
developed a theory based on self-similar solutions. The pressure profile he
obtained depends on the relative size of the capsule radius R0 to the shell
thickness ∆R0 and has the following form

p(t)
p0

= Pprofile =

[
1 +

(
t

tc

)2
]−5/2

, (5.40)

where tc = (R2
0 − ∆R2

0)/3c
2
s. This would imply that such a compression

could result in arbitrarily large densities.
The reason why this is not so in reality is that the required compression

and fusion temperature have to be achieved simultaneously just before
ignition. This means that in the last stages before ignition the pressure
profile has to deviate from that of an isentropic compression. In this final
phase Kidder’s calculations suggest a pressure profile of the form

Pend−phase = Pprofile exp
(

5ta
t− ta
t2c − t2

)
(5.41)

where ta is usually 0.9 tc. This would mean that roughly a sixth of the
original capsule mass can be compressed by a factor of 10,000.

In the next section we demonstrate what happens if the compression
is successful, the conditions for ignition are fulfilled and ignition actually
begins.

5.9 Burn

The energy gain in ICF fusion obviously depends on the amount of fuel
burned in the process. However, whatever target configuration is chosen,
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Figure 5.6. Fractional burn as a function of ρR as given by Eq. 5.47

it will never be possible to burn the entire fuel. The fractional burn fb can
be derived (Meyer-ter-Vehn, 1982) from the nuclear reaction rate given by

dn
dt

= −nDnT 〈σv〉 (5.42)

where n is the number of thermonuclear reaction per time unit, nD and
nT are the ion number densities of deuterium and tritium and 〈σv〉 the
averaged reaction cross section for particles with a Maxwellian velocity
distribution. If the ion density of deuterium and tritium are the same, it
follows that

nD = nT =
n0

2
− n,

where n0 is the initial total number density. Introducing the fractional
burn as the ratio of the number density of reaction products to the initial
number density of the deuterium (or tritium), or fb = n/nDT = n/(n0/2),
the number density n can be expressed as n = n0fb/2. Equation 5.42 can
then be rewritten as follows

n0

2
dfb

dt
=
(
n0

2
− n0fb

2

)2

or

dfb

dt
=
n0

2
(1 − fb)〈σv〉. (5.43)

Assuming that 〈σv〉 is constant during burn time τb, it follows that

fb

1 − fb
=
n0τb

2
〈σv〉.
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This can be rewritten as

fb =
n0τb〈σv〉/2

1 + (n0τb〈σv〉/2)
. (5.44)

The burn time and the sound speed are approximately related by τB =
r/3cs and for Eq. 5.44 it follows

fb =
n0r〈σv〉/(6cs)

1 + (n0r〈σv〉)/(6cs) .

Using the mass density instead of ion density, we have finally

fb =
ρR

ρR+ ψ(Ti)
(5.45)

where ψ(Ti) ∼ Cs/〈σv〉. The reaction rate 〈σv〉 depends strongly on the
temperature. Hiverly (1977) approximated this by the following formula

〈σv〉 = exp(a1/T
r
i + a2 + a3Ti + a4T

2
i + a5T

3
i + a6T

4
i ) (5.46)
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where

a1 = − 21.377692
a2 = − 25.204054
a3 = − 7.1013427× 10−2

a4 = 1.9375451× 10−4

a5 = 4.9246592× 10−6

a6 = − 3.9836572× 10−8

r = 0.2935 and the temperature is given in keV. For a temperature of 10
keV, ψ is found to be about 19 g/cm3 and for 20 keV about 6.8 g/cm3.

An often-used approximation of formula 5.45 is

fb =
ρR

ρR+ 6(g/cm2)
, (5.47)

which is valid for DT between 20 and 40 eV. This simple formula agrees very
well with more detailed numerical simulations (Nuckolls, 1994) of the burn
process of most ICF targets. For example, it shows that a 33% fractional
burn requires a ρr = 3g/cm2.

The aim in inertial fusion is to maximize the fusion energy output for
a given driver energy input, so it is important that the burn phase proceeds
efficiently as well. Here the goal is to have the right fuel densities in the
hot spot region so that the fusion products (neutrons and α-particles) are
stopped in this area and deposit their energy. In this way the temperature
increases via self-heating, and more fusion reactions can take place.

In a first approximation the heating by the neutrons can be neglected
when considering the self-heating in the hot spot area, because their range
in 10 keV plasmas is about 20 times that of the α-particles so they will
mainly deposit their energy outside the hot-spot area.

For efficient self-heating ρr must therefore be such that the α-particles
are stopped within a fraction of the hot-spot region,

ρR 	 ρλα, (5.48)

where λα is the mean-free path of the α-particles. As soon as the burn
process has started the energy deposition of the α-particles will quickly
heat the core to 20–80 keV (Henderson, 1974; Beynon and Constantine,
1977; Mason and Morse, 1975).

The α-particle energy deposition their energy in the hot spot area can
be described by the Bethe stopping formula (see Section 10.2)(
dE

dx

)
Bethe

=
4πN0Z

2
effρ

stop
o e4Zstop

mec2β2Astop

[
ln

2mec
2β2γ2

Iav
− β2

∑
i

ci
Zstop

− δ

2

]
,
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Figure 5.8. The relation between the fraction of the energy of the α-particle

that is transfered to the ions for different temperatures.

where the index stop stands for the to-be-stopped particle type, and Iav the
average ionization potential.

For the stopping of α-particles in a plasma, Fraley et al. (1974) found:

(
dEα

dx

)
= − 26.9

(
ρ

ρ0

)
E

1/2
α

T
1/2
e

(
1 + 0.168 ln

[
Te

(
ρ

ρ0

)1/2
])

− 0.05
(
ρ

ρ0

)
1
Eα

(
1 + 0.075 ln

[
T 1/2

e

(
ρ

ρ0

)1/2

E1/2
α

])
,

where Eα is in units of 3.5 MeV and ρ0 in units of the solid density of DT
(0.25 g/cm2). The first term of the energy loss is due to the interaction
with the electrons and the second term due to the interaction with the
ions. For the fusion process the energy that is transfered to the ions is the
relevant one. The fraction fion of the energy deposited in the ions and not
the electrons is given by

fion =
(

1 +
32
Te

)−1

.
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Figure 5.8 shows the fraction fion of the α-energy that goes to the
ions as a function of the temperature for different densities ρ. For low
temperatures most of the deposited energy goes to the electrons. At solid
density, low temperature means below approximately 32 keV and at Te =
10 keV only about 25% of the energy of the α-particles will be deposited
in the ions and therefore used to heat the central core region. The range
of α-particles in solid-DT can be approximated by (Frayley et al., 1974)

ρλα(g/cm2) =
1.5 · 10−2T

5/4
e

1 + 8.2 · 10−3T
5/4
e

(5.49)

with the electron temperature Te in keV. Figure 5.8 shows the range of the
α-particles as a function of the temperature. The density of the hot-spot
area lies in the range of 10–100 g/cm3 with a temperature of about 10 keV.
The ratio of the α-particle range to the radius R of the compressed fuel
area can be approximated by Frayley et al. (1974)

λα

R
∼ 1.9

1 + 122/T 5/4
e

1
ρR

. (5.50)
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For these parameters the range of the α-particles is of the order of 0.3
g/cm2. This is the reason why ICF capsules have to be designed in such a
way that in the hot-spot area ρr > 0.3 g/cm2.

When the burn phase starts, not only the α-particle but also the PdV
work heats the central area. This means that as the central spark burns,
the adjacent cooler fuel material can become heated by the outflowing
reaction products to ignition temperatures. In this way a spherical burn
wave propagates outward leading to the ignition of the surrounding plasma.

There are basically three mechanisms at work transfering the energy
from the central ignited region outward:

• electron thermal conduction from the hot to the cold fuel regions
• energy deposition by the reaction products outside the central region
• hydrodynamic energy transfer

Of these three types of energy transport, the hydrodynamic energy
transfer is of minor importance, because the burn front usually propagates
with supersonic speed. The simple model of Brueckner and Jorna (1974)
gives an estimate of this energy propagation. Here we follow the description
of Duderstadt and Moses (1982).

The rate of energy production in the central region can be approxi-
mated by

dEfusion

dt
=

4πr3

3
〈vσ〉n

2
0

4
Wα,

where a uniform density n0 is assumed, Wα is the α-particle energy depo-
sition and neutron energy production is ignored. This corresponds to the
rate of change in the internal energy in the expanding region

dEint

dt
=

d

dt

(
4/3r3n0kBT0

)
= 4/3r3n0kB

dT0

dt
+ 4n0kBT0r

2 dr

dt
.

as the burn region extends. Here T0 is the temperature of the burning
region. Combining these two equations, and using dEfusion/dt = dEint/dt,
one obtains for the change of the radius of the burn region

dr

dt
=
n0〈vσ〉Wαr

12kBT0
− r

3T0

dT0

dt
. (5.51)

The temperature in the burn region, T0, will increase until the α-particles
are able to escape into the surrounding colder fuel, then the temperature
in the burn region will adjust itself that r ∼ λα, so that for T0 > 40 keV

r ∼ λα = λ0
T 3/2

n0
.
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Figure 5.10. Comparison between the density contours at the maximum com-

pression of a high gain implosion a) without and b) with including the α-heating

effect (Takabe and Ishii, 1993).

It follows that

1
T0

dT0

dt
∼ 2

3R
dr

dt
.

Now vburn = dr/dt the speed of the burn front. Comparing it with the
speed of sound cs = v0T

1/2, we obtain

vburn

cs
∼ 3〈vσ〉Wα

λ0

44v0
.

It follows that in the cold fuel material surrounding the hot spot the prop-
agation of the burn front is supersonic, because vburn/cs > 2, if kT0 > 15
keV.

Obviously the simple model described above does not take into ac-
count all processes going on in the burn phase. Proper investigations need
much more detailed numerical simulations of the hydrodynamic processes.
In addition one needs to take into account processes at the atomic level.
Another point to consider is the following: as deuterium and tritium ions
move through the fuel, they are slowed down. The primary process re-
sponsible for this is binary electron collisions (Cable, 1995). Therefore the
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slowing is highly dependent on the electron temperature. Because the ions
more easily transfer momentum to slower electrons, the slowing increas-
es with decreasing temperature. The tritium slowing affects the energy
spectrum of the secondary neutrons, because not all reacting deuterium
and tritium will still have their initial energy. In addition there are pro-
cesses that counteract the heating of the hot-spot area; namely, electron
conduction to the colder surrounding plasma and radiative processes.

Apart from increasing the effciency of the burn, self-heating has an
additional positive effect, in that it helps to suppress hydrodynamic insta-
bilities originating from the compression phase. As mentioned before and
discussed in more detail in Chapter 6, a major problem in achieving the
compression of the plasma to the required densities is the occurrence of
instability induced nonuniformities in the compression. Takabe and Ishii
(1993) carried out two-dimensional hydrodynamic calculations of high-gain
implosions with and without the effect of α-heating (see Fig. 5.10). The
nonuniformities manifest themselves as the spiky structures near the central
region in Fig. 5.10a. Takabe and Ishii (1993) found that after the ignition
and self-heating has taken place, the nonuniformities of the compression
introduced by instabilities in the plasma near the spark and the main fuel
interface is smoothed by the effect of the α-particles (see Fig. 5.10b).
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Rayleigh-Taylor Instabilities

In previous chapters it has been stressed that a key point in achieving
fusion is a homogenous compression, which means aiming for a perfectly
spherically implosion. In reality this ideal is never reached, which has a
number of consequences:

• The conversion of kinetic energy from the implosion into internal en-
ergy of the fuel is imperfect, reducing the maximum compression.

• Severe perturbance of a spherically symmetric implosion can lead to
small scale turbulences and even to break-up of the shell.

• The hot-spot area is increased or has a larger surface because of the un-
even structure, which in turn reduces the achievable temperature and
can cause the α-particles created to escape the hot-spot area earlier,
thus lowering the self-heating (see Fig. 6.1).

Hot-spot area

αEscaping   -particles

Figure 6.1. Schematic picture of the reduced self-heating of the hot-spot area

from prematurely escaping α-particles.

126
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Figure 6.2. Growth of Rayleigh–Taylor instabilities during implosion. c©ENEA,

Italy.

The maximum acceptable defect ∆Rf of the final radius Rf is about
33% (Lindl, 1995; Andre et al., 2003) (i.e., ∆Rf/Rf < 1/3); if it is higher,
the fusion process is not successful. The convergence ratio C = Ri/Rf

describes the ratio of the initial to the final radius of the capsule, and a
typical value is C = 30. With

∆Rf/Rf = C∆v/v < 1/3,

it follows therefore that a implosion velocity uniformity better then 1% is
required for a successful inertial confinement fusion (ICF) implosion.

The main hindrance to a spherically symmetric compression are in-
stabilities, of which the Rayleigh–Taylor (RT) instabilities (Taylor, 1950))
are the dominant ones in ICF and mainly described in this chapter. Apart
from RT instabilities, Richtmeyer-Meshkov (Richtmyer, 1960) and Kelvin-
Helmholtz (Kelvin, 1910) instabilities can occur, but because they are less
important in the ICF context they will only be briefly discussed in Section
6.6.

Plasma disturbances can either decay and eventually disappear so that
the plasma returns to a stable equilibrium; or they start to grow, amplifying
any deviations from spherical symmetry. Obviously if the latter happens,
there is a risk to the successful completion of the compression phase. The
devastating effect of the RT-instabilities is due to the fact that they ini-
tially grow exponentially, so that even very small, seemingly insignificant
disturbances can reach a size that can threaten the whole compression (see
Fig. 6.2). The aim is therefore to minimize these asymmetries in the first
place.

There are a number of causes of disturbances that lead to instabilities,
principally

• nonuniform radiation and
• the quality of the manufactured target.
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Nonuniform irradiation can have several origins, causing disturbances on
macroscopic and microscopic scales. In case of a direct-drive scenario, an
obvious macroscopic disturbance is the geometrical effect caused by the
limited number of beams. On microscopic scales, there are nonuniformities
within the single beams themselves that can seed instabilities. Another
source for instabilities can be the timing of the beams. If this is not perfect
or the pulse shaping not exactly synchronized, this causes disturbances as
well. Another example is the interference pattern in a focused laser spot,
which can imprint disturbances on an initially smooth surface irradiated
by the laser.

Direct- and indirect-drive targets are affected by RT instabilities to
different degrees. This is because direct-drive targets are irradiated by a
limited number of beams whereas the x-ray illumination in indirect-drive
targets leads to a much more homogeneous radiation field. However, even
in indirect-drive schemes, avoiding disturbances from irradiation inhomo-
geneities is vital.

It would be premature to conclude that indirect-drive targets are gen-
erally less susceptible to instabilities. Indirect-drive targets create a dif-
ferent set of problems. The plasma electron density ne in indirect-drive
hohlraum targets is typically a few percent of the critical density nc, so
stimulated Raman scattering and stimulated Brillouin scattering are a
problem (see Chapter 4). These have very large predicted linear growth
rates because of the long scale length of these nearly uniform plasmas. How-
ever, as mentioned earlier, the understanding of the nonlinear saturation
mechanisms is still relatively poor.

Returning to the problem of RT instabilities, the targets themselves
can cause the instabilities for the simple reason that they are prone to
technical imperfections during manufacturing. The quality of the surface
finish is crucial, because even small machining marks from the production
process or the crystalline structure of the material can seed disturbances.
Slight variations in the thickness of the different target layers can also lead
to inhomogeneities in the resulting plasma. In Chapter 8 we will discuss
the quality requirements for the target manufacturing in more detail.

In summary, it can be said that all these causes of perturbations in the
implosion have to be minimized to avoid RT instabilities as far as possible,
otherwise they may have disastrous consequences for the compression. To
understand why this is so, we now look at the physics of RT instabilities
from first principles.

6.1 Basic Concept

In its original form the RT-instability describes an effect that occurs in a
system of two incompressible fluids. A heavy fluid lying on top of a lighter
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fluid (for example, water on oil) becomes unstable if the interface between
the two layers is disturbed.

In the ICF context there is a single fluid rather than two: nevertheless,
the physical effects are very similar. Instead of the two fluids we have a
lower density (hot plasma) on a higher density (cold plasma) and instead of
gravity, which in this case is negligible, the ablation pressure acts as trans-
mitting force. Interestingly, the same phenomenon occurs in supernovae
implosions, as well (Kane et al., 2000).

To understand the nature of RT instabilities, let us start with very
simple considerations. In the previous chapters we noted that for various
reasons the implosion will always exhibit some kind of nonuniformity. For
a constant acceleration a, the implosion time of a target with initial radius
R0 can be estimated from the relation

R0 =
1
2
at2. (6.1)

In the presence of a nonuniformity in the acceleration ∆a, different parts of
the plasma will move at different speeds, eventually resulting in a interface
perturbation

R0 +Rper =
1
2
(a+ ∆a)t2

after this time. Elimination of t gives

R0 +Rper = (a+ ∆a)
R0

a
,

which simplifies to

Rper

R0
=

∆a
a
.

So in this model the plasma perturbation depends linearly on the acceler-
ation difference ∆a. What would that mean for the compression?

Recall that the volume compression C depends on ratio of the initial to
the final radius Rf of the target, C = (R0/Rf )3. Because the perturbation
Rper cannot be larger than the final radius of the target — otherwise the
target would just fly apart — the maximum compression is given by

Cmax =
(
R0

Rper

)3

=
( a

∆a

)3

. (6.2)

This shows that the achievable compression depends strongly on the size
of the perturbation — the smaller the nonuniformity the larger the pos-
sible compression. The above picture is of course oversimplified: even if
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Figure 6.3. Schematic picture of RT instabilities.

the nonuniformity is very small in the interaction phase, it can still be am-
plified during the implosion, an effect that demands a more sophisticated
treatment:

We start from the single fluid model given by Eqs. 3.8–3.10 reproduced
here as

∂ρ

∂t
+ vx

∂ρ

∂x
+ vy

∂ρ

∂y
= 0

ρ

(
∂vx

∂t
+ vx

∂vx

∂x

)
= − ∂P

∂x
− ρa

ρ

(
∂vy

∂t
+ vy

∂vy

∂y

)
= − ∂P

∂y

∂P

∂t
+ vx

∂P

∂x
+ vy

∂P

∂y
= 0.

Combining the first and third equation, it follows for an incompressible fluid
that ∇v = 0. Imagine now a situation like in Fig. 6.3, where a wave of a
certain wavelength λ disturbs the system in such a way that the following
ansatz can be used

f = f0(x) + f1(x) exp(iky + γt), (6.3)

where f0 is the equilibrium solution, f1 the perturbation, and k the wave
number (2π/λ) of the instability. It follows for the equilibrium (denoted
by the subscript 0)

∂P0

∂x
= −ρ0a.

With v0 = 0 and v1 = (vx, vy) and the two spatial components for the
momentum conservation written in separate equations, one obtains
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Figure 6.4. RT instabilities in a two-fluid system. This picture shows experi-

mental results of accelerating a tank containing two fluids downwards at a rate

greater than the earth gravitational acceleration. Reused with permission from

J. T. Waddell, C. E. Niederhaus, and J. W. Jacobs, Physics of Fluids, 13, 1263

(2001). Copyright 2001, American Institute of Physics.

γρ+ vx
∂ρ0

∂x
= 0

ρ0γvx = − ∂P1

∂x
− ρ1a

ρ0γvy = − ikP1,

γP1 + vx
∂P0

∂x
= 0.

For the incompressibility condition one obtains:

0 =
∂vx

∂x
+ ikvy

and it follows

vy =
i

k

∂vx

∂x
.

Eliminating P1 and ρ1 from the momentum equations yields

ρ0γvx =
1
γ

∂

∂x

(
vx
∂P0

∂x

)
+
vx

γ

∂ρ0

∂x
a

ρ0γvy =
ikvx

γ

∂P0

∂x
= − ikvx

γ
ρ0a.
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Figure 6.5. Three-dimensional RT instabilities, c©LLNL1.

Combining the vy equation with the incompressibility condition it follows

∂vx

∂x
= −k

2

γ2
avx.

Integration gives

vx(x) = w0 exp
(
−k

2

γ2
ax

)
.

Substitute ∂vx/∂x into the momentum equation, we finally obtain the dis-
persion relation

γ4 = k2a2

or

γ2 = ±ka.
The RT growth rate is then

γ =
√
ka. (6.4)

A key parameter characterizing the potential damage of RT instabilities to
the compression is the number of e-foldings, nmax, defined as

nmax =
∫
γmaxdt. (6.5)

Assuming constant acceleration Eqs. 6.4 and 6.1 can be combined to obtain

nmax =
1
2

√
R

∆R
, (6.6)

which links the RT instability directly to the aspect ratio of the target. This
is why RT instabilities directly influence the target design. In Chapter 5 we
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Figure 6.6. Experimental and theoretical growth rates of the RT instability

(Azechi et al., 2003).

saw that a large implosion velocity requires a large R/∆R, whereas Eq. 6.6
shows that RT instabilities set an upper limit to the aspect ratio. Current
targets are designed for an aspect ratio R/∆R ∼ 30, corresponding to just
three e-foldings, or an amplification factor of 5.

In an ICF compression the interface between the two “fluids” will
not be a sharp discontinuity as assumed above, but instead will have a
continuous density gradient. This gradient can be very steep at places,
but will usually vary continously over a distance K comparable to the
perturbation length. By carrying out a similar calculation to the one just
shown for a density profile of the form

ρ0(z) = ρ0 +
1
2
∆ρ exp[+Kz], for z < 0

= ρ1 − 1
2
∆ρ exp[−Kz], for z < 0,

where ∆ρ = ρ1 − ρ0, Lelevier et al. (1955) found that the growth rate is
modified to

γRT =

√
ka

1 + kL
. (6.7)

where L is the density gradient length defined as L = 1/K. The effect of
a continuous density gradient instead of a discontinuity is a reduction of
the growth rate. For steep gradients L −→1 or perturbation wavelength
much longer than L, it follows that result γ =

√
ka is recovered. In the

opposite limit of shallow gradients, i.e. kL 	 1, the growth rate becomes
independent of the wavelength, γ −→√

a/L.
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There are actually two phases in the ICF process where RT instabilities
play a role: a) the initial compression phase where the ablation process
forces the fuel toward the center and b) the deceleration phase where the
fuel reaches its final stages of compression.

6.2 RT in the Ablation Phase

In the ablation phase the energy is deposited in a narrow low-density region
in the plasma, where a high-pressure is created directly next to the high-
density layer that becomes accelerated inward. This is a similar situation
to the one discussed in Section 6.1, the only difference being that there is an
additional flow of material across the ablation surface from the high-density
region into the low-density plasma.

Early estimates (Nuckolls, 1972) of the RT instability growth rate γ
include the effect of ablation with an expression of the form:

γ2 = ka− k2Pa

ρ
= ka[1 − k∆R].

It soon turned out that this considerably overestimates the stabilization
effect, leading to the erroneous conclusion that a minimum driver energy
of 1 kJ would have sufficed to achieve fusion. Nevertheless, a similar ap-
proach, but with the assumption that one of the fluids initially moves with
a finite velocity (ablation velocity v∗abl) is capable of describing the RT in
the ablation phase quite well.

In 1974 Bodner formulated a simple model for the ablation situation
with a discontinuity in the density, which shows that the growth rate of
the instability is reduced below the classical value

√
ka by mass ablation

to

γ ∼
√
ka− kva,

where va is the flow velocity across the ablation front. However, he needed
to introduce an ad hoc assumption to close the problem.

Because the RT growth rate is so critical for determining the required
driver energy, many attempts have been made over the years to derive it
analytically. Gamaly (1993) derived the following expression

γRT =

√
ka

1 + kL
− kv∗abl, (6.8)

which includes both the ablation velocity and the continuous density gra-
dient in the calculations. However, experimental results (Desselberger and
Willi, 1993; Grun et al., 1987) and numerical simulations (Tabak et al.,
1990; Gardner et al., 1991) have indicated larger stabilization effects, such
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as the width of the acceleration region and the heating and energy exchange
in the flow. Including the two latter effects yields a theory encapsulated
by the Takabe formula (Takabe et al., 1985), which predicts

γ = α
√
ka− bkv∗abl, (6.9)

with α and b = 3 − 4 (obtained by fitting to numerical simulations). Sanz
(1994) finds better agreement with recent experiments (Remington et al.,
1993) for b = 2.

It should be noted that here the ablation velocity v∗abl means the ab-
lation velocity divided by the density at the ablation surface, whereas in
Eq. 6.8 the ablation velocity denotes the final velocity.

Today the most widely used growth rate is a modification of Eq. 6.8,
namely

γRT =

√
ka

1 + kL
− βRT kvablation. (6.10)

This is still only an analytical fit to numerical results, where βRT is a
constant between 1 and 3. βRT ∼ 1 corresponds to an indirect-drive sce-
nario whereas βRT = 3 to the direct-drive case. The term −βRTKvablation

describes the stabilizing effect of ablation, but βRT is smaller for indirect-
drive than direct-drive, seemingly in contradicting what was said before
about indirect-drive being less susceptible to RT instabilities.

The reason why indirect-drive is still less sensitive is that the ablation
velocity is much higher than in direct-drive. For a typical laser intensity
of 1015 W/cm2, the ablation velocity is about 10 times higher in indirect-
drive than direct-drive implosions. So overall, ablation stabilizes against
RT about a factor of 3 better in indirectly driven implosions than in directly
driven ones.

The difference to the directly driven implosion is that the soft x-rays
act like a very short-wavelength broadband laser. In this way they are
able to penetrate further into the target and the energy is deposited over
a larger portion of the shell.

The acceleration a and the wave number k are time-dependent and
therefore the initial perturbation Rper

0 is amplified to

Rper = Rper
0 exp(α

∫
γdt), (6.11)

where α describes the fact that the perturbed surface partly ablates and
therefore stabilizes the instability. For ICF targets it is about 0.25 to 0.5
in the acceleration phase (Emery et al., 1982).

The maximum number of e-foldings can be calculated in both cases
using Eqs. 6.5 and 6.10 (see Lindl, 1995). For the direct-drive case the
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result can be approximated by

ndirect
max ∼ 8.5

(
P

Pf

)−2/5(
v

3 × 107

)1.4

I
−1/15
15 (6.12)

for a laser frequency of λ=1/3 µm. For indirect-drive the maximum number
of e-foldings is given by

nindirect
max ∼

√
kR

1 + 0.2kR(∆R/R)
− 0.8kR

∆R
R

. (6.13)

where kR is the Legendre polynomial mode number. Most of the shell mass
is ablated in this case and therefore 1−m/m0 = 0.8. It should be pointed
out that in Eq. 6.13, ∆R is not the initial shell thickness but the average
shell thickness, usually approximated by taking the value when the shell
has been accelerated to about half its maximum velocity, which is at about
a quarter of the initial radius. If in Eq. 6.13 the number of e-foldings is
set to nindirect

max ∼ 6, then this implies that R/∆R ∼ 30, the value for many
current target designs quoted previously.

Equation 6.8 shows that the growth of short wavelengths is reduced
more effectively than that of long wavelengths. In fact there actually exists
a lower limit cut-off wavelength λRT given by

1
λRT

=
(α
b

)2 a

v2
a

(6.14)

for which the growth is prohibited altogether, and below which modes are
stable. This fact and the reduction of the growth rate by ablation is crucial
for a successful compression in ICF.

So far our treatment of RT instabilities has assumed that the ampli-
tude of the perturbation is small, allowing a linear analysis. However, the
exponential growth implies that these perturbations will eventually become
large, invalidating this assumption. When the development of the instabil-
ity departs from the linear regime it is said to saturate. In the two-layer
picture saturation is reached, when the displacement ηd from the interface
between the hot and cold fuel no longer fulfills the condition

ηd

λ
� 1√

3
1
2π

∼ 1
10
. (6.15)

This means as soon as the amplitude of the perturbation exceeds about 10%
of the wavelength, the growth rate decreases and is no longer exponential.
At this stage the instability loses its sine-shape and a “bubble-and-spike”
topology develops similar to those seen in Figs. 6.3 and 6.5. These struc-
tures no longer grow isolated from each other as in the linear stage, but
start to influence each others’ growth. This effect is called mode coupling,
which can be most dramatically seen in the last picture of the sequence
shown in Fig. 6.3.
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6.3 RT Instabilities in the Deceleration Phase

Another phase where RT instabilities play an important role is the decelera-
tion phase, the final stage of the compression. The source for perturbations
that trigger off RT instabilities there are either disturbances coming from
the inside of the high-Z shell, or these which feed through from the outside
of the shell.

Here, the danger is the mixing between the material of the high-Z shell
and the fuel. Because the targets are layered with a high-Z material at the
outside and the lighter fuel at the inside, the high-Z material with its large
inertial force pushes onto the lighter fuel as the material decelerates. RT
instabilities can then lead to a situation where “jets” of high-Z material
reach into the fuel. In the worst case this could prevent ignition. But
even if ignition does take place, the threat from RT instability effects is
not over. Mixing between the fuel and the high-Z material could make the
burn much less efficient, thus lowering the gain in the fusion process.

As Duderstadt and Moses (1982) point out, the rule of thumb is that
the target should be designed in such a way that ignition occurs before
the free-fall line of the interface between the high-Z material and the fuel
reaches the hot spot radius.

In contrast to the ablation process, the deceleration RT instability
growth cannot be reduced by ablation. The distance of the deceleration is
about equal to the radius rcomp of the compression. Stabilization occurs
mainly as electron conduction establishes a density gradient between the
hot and cold material.

Therefore it follows for the constant β in Eq. 6.10 that β ∼ 1. This
means

γdecel =

√
ka

1 + kL
. (6.16)

For the number of e-foldings ndecel
max in the deceleration situation it follows

that

ndecel
max =

∫
γdecel

max dt =
∫ √

ka

1 + kL
dt. (6.17)

Because the gradient is typically 0.1 to 0.2 rcomp, assuming constant de-
celeration over the radius r, a ∼ const., and L ∼ 0.2rcomp and it follows

ndecel
max ∼

√
2l

1 + 0.2l
. (6.18)

As mentioned above, there are two sources for the perturbations causing
RT instabilities — the perturbations at the inside and outside of the shell.
The number of e-foldings on the inner surface is reduced compared with
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the number on the outside. RT modes are surface modes, so they decrease
exponentially away from the surface (i.e., ∼ exp(−k∆R)). Therefore the
feed through will be dominated by lower-order modes and the number of
e-foldings will be reduced by

noutside
max = −k∆R. (6.19)

As in the acceleration phase, the linearized approach to the deceleration
phase breaks down after some time. All that was said about the later
stages of RT growth in the acceleration phase — such as saturation and
mode coupling — holds in the later stages of the RT instability development
in the deceleration phase as well.

To estimate the danger of RT instabilities for the entire ICF process all
types of RT instabilities have to be combined — acceleration, deceleration,
and feed through. This leads to the total number of e-foldings of

ntotal
max = naccel

max + ndecel
max + noutside

max , (6.20)

where naccel
max is different for direct and indirect-drive targets according to

Eqs. 6.12 and 6.13.

6.4 Consequences for Target Design

In this section we discuss which kind of perturbation is most dangerous
and what this means for the target design.

In the acceleration phase the growth rate is approximately γ = (aK)1/2

∼ (al/R0), so that the RT instability increases as

Rper = Rper(t = 0) exp[γt], (6.21)

which means that a shorter wavelength leads to a larger growth rate.
However, as we saw in Section 6.2 very short wavelength disturbances

can not be treated with this linear approach any longer. For these short
wavelength disturbances the damping is proportional to exp(−l/R) and
they cease to be important

The most dangerous perturbations are the ones where

l

R0
∆R0 ∼ 1.

Avoiding RT instabilities directly influences the target design (i.e., the
aspect ratio R0/∆R0), which describes the radius of the target to its thick-
ness. This is easily understood: if the wall is too thin, RT instabilities
could in extreme cases completely destroy the shell; too large and the ac-
celeration phase would be longer, giving the RT instabilities a longer time
during which to grow.
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Another parameter in the target design is the surface finish. The
quality of the surface finish directly determines the likely wavelength of
perturbation that seed RT instabilities. The typical surface finishes for
current target designs are of a few hundred Ångstroms. Assuming the
number of e-foldings to be less than 6 (i.e., nmax < 6), Eq. 6.13 shows that
for such target a capsule aspect ratio of R/∆R ≤ 25 – 35 is required with
a typical ∆R of 70 – 100 µm.

If in future it will become possible to produce targets with an even
higher surface finish quality, this might allow targets to be manufactured
with a higher aspect ratio. As the aspect ratio R0/∆R0 is directly linked
to the implosion velocity this would in turn increase the efficiency of the
whole implosion process.

6.5 Idealized RT Instabilities vs. ICF Situation

In real ICF implosion experiments RT instability growth is even more com-
plex than described in the previous sections. There are two main differences
to the above idealized picture of RT instabilities:

• nonsinusoidal perturbation
• three-dimensional aspects

Beginning with the former, we saw there are many different sources for the
initial perturbation of the interfaces between dense and less dense material
in the acceleration phase as well as the deceleration phase. The assump-
tion of a sine-shaped perturbation is clearly an idealization — in reality
perturbations of very different scales and wavelength will occur simultane-
ously. The interface typically has a full spectrum with spectral powers at
all modes. If such a spectrum of modes is present, one can expect that espe-
cially the interaction of the developing structures — that is the saturation
phase — will also be influenced.

To illustrate the saturation effect we imagine two perturbation modes.
Both modes have nearly equal wavelength, parallel wave vectors and equal
amplitude. Because the wavelength is nearly equal, the modes are nearly in
phase over a large spatial range. In the regions where they are in phase they
add up to a perturbation of the same wavelength but twice the amplitude.
The effect of this is that the saturation threshold is reduced by a factor
two. Haan (1989) investigated the situation where not only two but many
modes are present and defined conditions for the growth rates under these
circumstances. These are much more complex than Eq. 6.15.

But even including these saturation effects does not account for the
growth of RT instabilities in ICF completely. Realistic models must include
continuous gradients in density as well as velocity, time-varying accelera-
tions and energy transport. In addition, one does not have a planar target
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Figure 6.7. Richtmyer-Meshkov instabilities developing in a flow system, in

which a light gas and a heavy gas flow from opposite ends of a shock tube (from

J. Jacobs, Experimental Fluid Mechanics Group, Univ. Arizona).

but a spherical one, so that three-dimensional calculations are essential.
Including all these effects can only be achieved using numerical methods
(Dahlberg and Gardner, 1990; Town and Bell, 1991).

6.6 Other Dynamic Instabilities

In the imploding ICF target there are hydrodynamic instabilities other
than the RT instability present — namely Richtmyer–Meshkov (Richtmyer,
1960) and the Kelvin–Helmholtz instability (Kelvin, 1910; Dimonte et al.,
1993; Hammel, 1994).

Richtmyer-Meshkov instabilities were first investigated in fluid dynam-
ics. These occur whenever a shock wave passes over a nearly planar inter-
face separating fluids of unequal density. Figure 6.7 shows the development
of Richtmyer-Meshkov instabilities between flows of a heavy and a light gas.
The developing structures are very similar to those of RT instabilities. This
is not so surprising as in some way the Richtmyer-Meshkov can be regarded
as the limiting case of a RT instability — the gravity acts for an infinitesi-
mally short time on the two fluids and the instabilities develop afterwards
even in the absence of the gravitational field.

As before, this fluid description can be directly transferred to the sit-
uation in the ICF plasma. In contrast to RT instabilities though, which
grow mainly in the two phases of initial acceleration and final deceleration,
the influence of the Richtmyer–Meshkov instability is mainly at work in
the intermediate stage of nearly constant velocity.

However, in the context of ICF, many more investigations are made in-
to RT instabilities than Richtmyer–Meshkov instabilities because the laser
pulses are shaped in such a way that shock heating is minimal. This auto-
matically minimizes Richtmyer–Meshkov instabilities at the ablation sur-
face, too, so that they are regarded as less of a problem than RT instabili-
ties.
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Figure 6.8. Kelvin-Helmholtz instabilities. ( c©The Japanese Society of Fluid

Mechanics.)

A hydrodynamic description of Richtmyer–Meshkov instabilities in
plasmas analogous to the treatment of RT instabilies in Section 6.1 can
be found in Eliezer (2002).

The Kelvin-Helmholtz instability occurs when the two fluids are in
motion and encounter a velocity shear, that is a change in the velocity
component parallel to the interface between the two fluids. An illustration
of the instabilities arising in the case of two fluids is given in Fig. 6.8. In
the context of ICF, Kelvin-Helmholtz instability can arise when RT insta-
bilities have already developed. The moving structures (rising bubbles and
descending spikes) can induce a shear at the interface because of their mo-
tion in turn inducing Kelvin-Helmholtz instabilities. In this case suppress-
ing RT instabilities automatically minimizes Kelvin-Helmholtz instabilities
as well.

A second source for the occurance of Kelvin-Helmholtz instabilities
in the ICF process are shocks that propagate at an angle to the interface
normal. However, the aim of symmetric implosion coincides with minimiz-
ing the shear and so the effect of Kelvin-Helmholtz instabilities becomes
insignificant Kilkenny et al. (1994). For a more detail description of Kelvin-
Helmholtz instabilities we refer to Eliezer (2002).
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Energy Requirements and Gain

We have seen in the previous chapters that almost every process in inertial
confinement fusion (ICF) incurs energy losses, which considerably reduces
the overall efficiency. In the following we examine what this means for the
required the total energy input and the resulting gain.

Because the word gain is used in different contexts, we start by provid-
ing some definitions. The most important one is that of the target energy
gain M given as,

M =
Efusion

Ed−target
, (7.1)

which is the ratio of the energy Efusion released by the fusion products
to the energy Ed−target delivered by the driver onto the target. Scientific
breakeven is reached for

M = 1. (7.2)

Achieving scientific breakeven is the main goal of present fusion research
programs.

Beyond this point there is also the engineering breakeven, which in-
cludes the efficiency of the electrical power needed to run the laser. Engi-
neering breakeven will be discussed in Section 9.2 where ICF power plants
are discussed. In this chapter only the processes in the target itself will
be considered and not the loss processes in the production of the energy
delivered onto the target.

The driver coupling efficiency ηD reflects that only a fraction of the
energy the laser delivers onto the target can actually be converted into
energy to provide the conditions in the hot-spot area. It is defined as

ηD =
EDT

Ed−target
, (7.3)

142



www.manaraa.com

Power Balance 143

where EDT is the the fuel energy. Finally there is the fuel gain

Gf =
Efusion

EDT
, (7.4)

which expresses the fact that burn will only occur in the highly compressed
core of the target.

In the following we will consider each loss process initially concentrat-
ing just on the hot-spot area, gradually broadening the number of factors.

7.1 Power Balance

Here we closely follow the hot spot power balance model derived by Lindl
(1989, 1998). A simpler version of this power balance had been suggested
earlier by Widner (1979) and Kirkpatrick (1979).

The model by Lindl describes the conditions necessary for ignition to
take place in the hot-spot region just before ignition. In this model energy
is gained if

PW + Pα + Pn − PT − PR > 0. (7.5)

This power balance relation expresses that energy is gained by the com-
pressional power PW , the α-particlePα, and neutron Pn deposition, but is
lost by radiation PR and electron thermal conduction PT processes.

Before the void in the target closes in the compression phase, the ion-,
electron- and radiation-temperature (Ti, Te, and TR, respectively) are the
same. Under this assumption, Ti = Te = T , the different terms in Eq. 7.5
can be further approximated:

The specific power PW of the compression work PdV describes the
work done by the pusher per unit volume. Simplifying the model as a
piston acting on a gas with uniform pressure, the specific power PW of the
compression work PdV is given by

PW =
P

V

dV

dt
=
PAhotvimp

Vhot
,

where P is the pressure and vimp the implosion velocity. Because the
surface area Ahot of the hot spot is Ahot = πr2hot and the hot spot volume
is Vhot = 4πr3hot/3, where rhot is the hot-spot radius. This gives

PW =
P (πr2hot)vimp

(4πr3hot/3)
=

3Pvimp

rhot

Rewriting the latter part of this equation and assuming that the fuel acts
as a piston with uniform pressure (i.e., P ∼ ρR), this can be reexpressed
in terms of the temperature [in keV] and density ρ [in g/cm3] as

PW = K1
ρTvimp

rhot
[W/cm3] (7.6)
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with K1 = 2.3 · 1015, the implosion velocity vimp in units of 107 cm/s, and
rhot in cm.

The second term in the power-balance equation 7.5, the α-particle
deposition power Pα, is given by the burn rate at which the fuel burns
(Frayley et al., 1974)

Pα = ρεαFαdfb/dt. [W/cm3]

where εα is the energy of the α-particles per gram of DT

εα = 0.67 × 1011[J/g]

Fα the fraction of α-particle deposition and dfb/dt is the rate of change of
the burnup fraction, which, according to Eq. 5.43, is

dfb/dt = (1 − fb)
n0

2
〈σv〉.

Expressed in terms of the mass density this becomes

dfb/dt ∼ 1.2 · 1023ρ〈σv〉,
where n0 is the total number density of particles and 〈σv〉 as the Maxwell-
averaged reaction cross section. It follows that

Pα = K2〈σ〉ρ2Fα [Wcm−3] (7.7)

with K2 = 2.8 × 1033.

The last gain term in Eq. 7.5, the energy deposition by neutrons Pn,
is relatively small and therefore can be neglected.

As mentioned above energy is lost from the hot-spot area by electron
thermal conduction and radiation. The conduction loss is caused by energy
being conducted from the fuel back into the pusher. PT describes this
transfered power divided by the fuel mass. To approximate PT it is assumed
that the conduction losses can be approximated by Spitzer conductivity
(Eq. 4.42).

A vital ingredient for determining the conduction power is the knowl-
edge of the temperature profile. This is obtained by assuming a balance
between conduction losses and volume heating,

4πr3

3
(PW + Pα − PR) = 4πr2Q.

It follows that Q=const ·r. Using the Spitzer-Härm conductivity, it follows

Q = −κ∇T =
−9.4 · 1012S(Z)

Z ln Λ
T 5/2∇T [Wcm−3] (7.8)
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and integration leads to a temperature profile of the following form

T = T0

[
1 −

(
r

rhot

)2
]2/7

, (7.9)

where T0 is the central temperature of the hot-spot area. This means that

T 5/2∇T (rhot) =
4
7
T

7/2
0

rhot
.

since PT = QA/V and A/Q=3/rhot the electron thermal conduction power
is

PT = 3Q/rhot.

Using Eq. 7.8 we have

PT =
−9.4 · 1012S(Z)

Z ln Λ
T 5/2∇T · 3

rhot
[Wcm−3]

=
2.82 · 1013S(Z)
rhotZ ln Λ

T 5/2∇T [Wcm−3].

Taking a the Coulomb logarithm ln Λ = 2 and Z = 1, this simplies to

PT = qαT 5/2∇T ∼ K3
T

7/2
0

r2hot

, (7.10)

with K3 = 8 × 1012.
The only term remaining to be determined in Eq. 7.5 is the radiation

power PR. The radiation loss is assumed to be due to radiation leaving the
hot-spot area via bremsstrahlung emission processes. This radiation will
be absorbed in the surrounding shell, which will again reradiate it. PR can
be approximated by

PR = K4Zρ
2T 1/2, (7.11)

with K4 = 3 × 1016.
In deriving the different power components in Eq. 7.5 above, several

simplifications have been made. For example, the Coulomb logarithm was
assumed to be constant, the temperature at the edge of the hot-spot area
assumed to be zero, and the temperature profile is more complex than
the dependence T = T0[1 − (r/rhot)2]2/7 in Eq. 7.9. For a more realistic
quantitative picture, numerical calculations are again neccessary.

Nevertheless, this relatively simple picture allows us to make some pre-
dictions central to a successful fusion process. For a constant temperature,



www.manaraa.com

Power Balance 146

0.01 0.1 1
ρr(g/cm2)

1

10

100

Te
m

pe
ra

tu
re

 (k
eV

)

Gain

Loss

Loss

Gain

Figure 7.1. Ignition trajectory in the hot-spot concept of the power balance

model for an implosion velocity v = 1 × 107 cm/s. The boundary between

α-particle deposition and compression work PdV is obtained using Eq. 7.13 and

the border between conduction and radiation losses is given by T = 15.8(ρR)2/3.

substituting Eqs. 7.6, 7.7, 7.10, and 7.11 in the power balance gives

1
r2
(
K1〈σvimp〉ρ2Fr2 +K2ρrTvimp

)
= K3T

7/2 +K4Zr
2ρ2T 1/2.

(7.12)

In other words, in a region that fulfills the criterion, PW + Pα + Pn −
PT − PR > 0, we must have

1
r2
(
K1〈σvimp〉ρ2Fr2 +K2ρrTvimp

)−K3T
7/2 −K4Zr

2ρ2T 1/2 > 0,

before ignition can occur. This describes that first the energy gain by
compression work has to be big enough to obtain ignition and later on the
gain by α-particle deposition must sustain and propagate the burn.

Equation 7.12 is an explicit function of (ρr, T ). For the boundary
PW + Pα + Pn − PT − PR = 0, it can be rewritten as a quadratic equation
in ρr of the form[

K1〈σvimp〉 −K4ZT
1/2
]
(ρr)2 + (K2Tvimp) ρr −K3T

7/2 = 0.

(7.13)
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Figure 7.2. Ignition trajectory in the hot-spot concept of the power balance

model as in Fig. 7.1 but for an implosion velocity v = 3 × 107 cm/s.

Solving this equation for ρr, two solutions exist

(ρr)1,2 =
−K2Tvimp ±

√
(K2Tvimp)

2 − 4K3T 7/2
[
K1〈σvimp〉 −K4ZT 1/2

]
4
[
K1〈σvimp〉 −K4ZT 1/2

] ,

and the area where fusion is possible can be drawn in T and ρr parameter
space. Eq. 7.13 is expressed in more practical units as[

〈σvimp

10−17
Fα〉 − T 1/2

2.6

]
(ρr)2 +

(
T (vimp[107cm/s]

35

)
ρr − T 7/2

104
= 0.

A main result of the solution of the power balance equation is that an
in-flight fuel velocity of more than ∼ 2 × 107 cm/s will be necessary to
produce hot-spot ignition. This is demonstrated in Figs. 7.1 and 7.2, where
the gain areas are shown for the two implosion velocity of vimp= 1 × 107

cm/s and vimp= 3 × 107 cm/s, respectively. In Fig. 7.1 it can be seen that
the lower implosion velocity, no transition from the low temperature, low
ρr gain area to the high ρr gain area exists. In contrast, in the case of a
implosion velocity of vimp = 3×107 cm/s (see Fig. 7.2), uninterrupted tra-
jectories from low ρr gain area to the high ρr gain area are indeed possible.
This is the reason why implosion processes are planned in such a way as
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to obtain vimp ∼ 3 × 107 cm/s or higher.

In addition, Fig. 7.2 illustrates that not all spaces in the gain area are
equally desirable. ICF capsules usually are designed in such a way that
electron conduction losses exceed losses by radiation. The two areas are
roughly divided by the line representing the equation

T = 15.75(ρr)2/3 [keV]

in Fig. 7.2. Here the dark gray area indicates the desired gain area for the
compression.

Next we discuss what energy is required to obtain such implosion ve-
locities and the required fusion conditions.

7.2 Energy Requirements

We start with the energy EDT that is contained in the hot-spot region of
radius R. Assuming a spherical volume of DT of density ρ, the number of
atoms is given as N = ρV = ρ × 4π/3R3 = 4π(ρR)3/ρ2. Using the ideal
gas law, EDT is given by

EDT = 1.07 × 104

(
ρl

ρ

)2

(ρR)3,

where ρl is the density of liquid DT (∼ 0.219 g/cm3), ρR is the areal fuel
density (g/cm2).

The energy that has to be delivered by the laser onto that target is
obviously much higher, because there are a number of loss processes on the
way to producing the hot spot. What we need is to find the coupling of
the energy into the fuel as defined in Eq. 7.3. The coupling ηD has to take
care of the absorption efficiency ηa, the hydrodynamic efficiency ηH , and
the efficiency of the kinetic to thermal energy transfer ηt. The necessary
energy on the target is therefore given by

Etarget = ηD · EDT = ηa · ηH · ηt · EDT .

As we saw in the previous chapters that many processes occur simultane-
ously, so it is impossible to determine ηa, ηH , and ηt analytically. There
is a simple model by Rosen and Lindl (1983) that predicts the required
energy to scale as v−10

imp(P/P 3
f ).

However, detailed numerical calculations show that this approach is
too simple and predict instead for the direct drive scenario the following
dependencies:

E∗
target[MJ] =

1
2

(
0.05
ηH

)(
P

Pf

)3/2( 1
vimp

)5

, (7.14)
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where vimp is in units of 3 × 107 cm/s. This can also be expressed as a
function of the temperature and is then given by

E∗
target[MJ] =

1
2

(
0.05
ηH

)(
P

Pf

)3/2( 1
Tr

)9/2

(7.15)

where the temperature is in units of 300 eV.
In these simulations the effects of RT instabilities have not been in-

cluded, and an ideal hydrodynamic compression was assumed. In reality
this will obviously be never achieved, but mixing through instabilities will
take place. Including these effects, assuming typical surface finishes of
∼ 500–1000 Å, about half the energy is lost through instability effects. In
other words, the energy delivered onto the target has to be about a factor
of 2 higher,

Etarget ∼ 2E∗
target =

(
0.05
ηH

)(
P

Pf

)3/2( 1
vimp

)5

,

to end up with the same energy in the hot spot area.
For indirect drive the situation becomes even more complicated. Here

the coupling between hohlraum and target has to be considered, too. Al-
though the conversion of the laser radiation into x-rays is about 70–80%,
only part of this radiation actually reaches the capsule. Only 10–15% of
the laser input energy to the hohlraum is effectively usable on the capsule
itself. This leads roughly to

Ehohl
d = (7 − 10) × Etarget, (7.16)

which, in terms of the required energy input in the capsule, is

P hohl
d (MJ) ∼ 350T 2

r (Ehohl
d )2/3(MJ)

(
0.1

ηhohlraum

)1/3

∼ 350T 2
r (7 − 10 × Etarget)2/3(MJ)

(
0.1

ηhohlraum

)1/3

,(7.17)

where again the temperature is in units of 300eV.
It is expected that by optimizing future indirect drive targets, 20–25%

of the laser input energy could eventually be transfered into energy usable
on the target.

However, the above approximation still underestimates the energy re-
quirements. It ignores the fact that the hohlraum needs to have entrance
holes for the laser light to enter, in this way reducing the actual hohlraum
inner surface area. The hole areas can be taken into account by approxi-
mating the hohlraum coupling efficiency by

ηconvElaser = Ewa + Eab
cap + Ehole, (7.18)
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where ηconv is the efficiency of the laser to x-ray conversion, Ewa is the
energy absorbed in the hohlraum wall, Eab

cap is the capsule absorbed energy,
and Ehole the losses through the laser entrance holes. Eab

cap and Ehole can
be estimated by

Ehole = 10−2T 4
hAholesτ

Ecap = 10−2T 4
hAcap, τ,

where Th is the peak hohlraum temperature, Aholes the hole area and Acap

the capsule area. Here it was assumed that the capsule absorbs all the
incident flux.

If one takes into account that some of the energy is reemitted (although
this will usually be only a small amount), then the ratio of the capsule to
driver energy is given by

Ecapsule

Edriver
= ηconv

Ecap

Ecap + Eholes + Ewall

=
ηx−ray

1 +Aholes/Acap +Awall/(2Trτ0.4Acap)
(7.19)

where η ∼ 70–80% , T is in units of 102 eV, the areas A in mm, and τ in
ns.

Because the ratio of the absorbed to the emitted flux is usually small
for ICF, the area of the hohlraum walls can be much larger than the capsule
itself without losing much of the coupling efficiency. So the relative size
of the hohlraum area to the capsule area is primarily determined by the
requirement of a uniform capsule illumination. For the targets designed for
ignition experiments, the hohlraum area is usually 15–30 times that of the
capsule area.

Whenever the capsule reemits some of the incident light, absorption
takes longer. It follows that there is more time for losses through the holes
and energy absorbed by the walls. Although Eq. 7.19 shows that smaller
holes mean less energy loss in the hohlraum, in practice the laser entrance
holes should not be too small either. If the laser entrance holes are very
small, the laser energy can be refracted and absorbed at the hole edges
before entering the hohlraum at all.

In current ignition target designs the ratio of the hole area to the
capsule area is 1–2. If the x-ray conversion is approximately 70%, and the
target have Aholes/Acapsule = 1–2 and Awall/Acapsule = 15–30, a coupling
efficiency of 10–20% exists for such targets.

7.3 Gain

We start with a simple estimate of how the yield Y depends on the driver
energy on the target in such a fusion process. The yield can be roughly
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Figure 7.3. Target gain as function of the laser energy for direct-drive targets.

Reprinted with permission from Lindl (1995) c©1995, American Institute of

Physics.

approximated by

Y ∼ mfuelEDT fb,

where mfuel is the fuel mass, EDT is the DT fusion energy per gram, and
fb the burn fraction. The burn fraction fb can approximated by Eq. 5.47.
One then obtains for the yield

Y ∼ mfuelEDT
ρR

ρR+ 6(g/cm2)
.

The fuel mass mfuel in this equation can be approximated by

mfuel ∼ ηHEtarget

1/2v2
imp

,

thus leading to

Y ∼ 2ηHEtargetEDT

v2
imp

ρR

ρR+ 6(g/cm2)
.

For simplicity the hydrodynamic efficiency ηH is assumed to be constant.
In Eq. 7.20 the implosion velocity vimp itself is a function of the target
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Figure 7.4. Target gain as function of the laser energy for indirect drive targets.

For given implosion velosities (vimp = 3 × 107 and vimp = 4 × 107), the expected

gain for optimistic and pessimistic case, assuming a hohlraum coupling efficiency

of 10% respectively 15%, is shown (adapted with permission from Lindl (1995)

c©1995, American Institute of Physics).

energy again as the relation

Etarget =
1
2

(
0.05
ηH

)(
P

Pf

)3/2
(

1
v2

imp

)5

reveals. With this the implosion velocity is given in terms of the target
energy by

vimp =

[
1

2Etarget

(
0.05
ηH

)(
P

Pf

)3/2
]1/5

.

One has to keep in mind that here the implosion velocity vimp is in units
of 3 × 107cm/s. It follows that the fuel mass mfuel is related to the energy
on the target as

mfuel ∼ E
7/5
target.

What remains to be determined in Eq. 7.20 is the relation between EDT and
the energy on the target. For adiabatic compression of a deuterium-tritium
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shell with P/Pf held constant, the specific energy per gram is

EDT =
1
2
v2

imp = 2
P

Pf
ρ
2/3
f .

From this follows that ρf ∼ v3
imp. For a sphere of mass mfuel, it holds

(ρr)f ∼ (ρ2
fmfuel

)1/3 ∼ v3
imp · E7/5

target ∼ E
1/15
target.

Combining above equations, it follows for the yield

Y ∼ E
7/5
targetE

1/15
target = E

22/15
target.

In deriving this expression we made a few very crude assumptions, more de-
tailed numerical calculations show the following dependencies for a indirect
drive target

Y [MJ ] ∼ 375E5/3
target = 375η5/3

hohlE
5/3
laser .

As the yield and the gain G are related by G = Elaser · Y , it follows that

G ∼ 375 η5/3
hohlE

2/3
laser .
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Figure 7.4 shows the expected gain as a function of the laser energy for
direct- a) and indirect-drive b) targets. Because the hohlraum coupling
efficiency in an indirect-drive target is expected to be in the range of 10–
15%, the respective curves indicate the expected gain region. The figure
can also be read the other way around, indicating the required laser energy
for a given gain.

The lines around the areas indicated in grey represent the expected
gains for different implosion velocities (vimp = 3 × 107 cm s−1 and vimp

= 4 × 107 cm s−1). The gray area represent the uncertainty induced
by the deviation from an ideal uniform implosion. The left hand curves
relate to an ideal uniform implosion, whereas the right hand lines consider
the effect of 500–1000 A deviations in the quality of the target surface.
The respective gain curves were obtained under the assumption of a 15%
hohlraum coupling efficiency.
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Chapter 8

Targets

The first point to realize about targets is that there is no single optimal
design for inertial confinement fusion (ICF) research. In fact there are
several distinct target designs, each tailored for a different purpose:

• to bring experimental insight into some physical aspects,
• to achieve fusion — like the ones for the National Ignition Facility

(NIF) or Laser Megajoule (LMJ),
• targets for a future fusion reactor.

Targets for physics experiments tend to have a completely different de-
sign — they might even not be spherical but planar. They are designed
to emphasize particular physical characteristics or assist in experimental
diagnostics. For example, slab targets are often used to study the interac-
tion of beams with matter in detail: absorption, hot electron generation,
transport, hydrodynamic instabilities, and so on. In this chapter we will
concentrate on targets designed to achieve fusion and refer to Section 9.4
for a description of the expected alterations necessary for fusion reactor
targets. Targets for physics experiments can differ so much from fusion
targets, that we will exclude them from the discussion here.

The immediate aim in laser fusion is to achieve ignition and propagat-
ing burn with a minimum of incident laser energy. The goal is to design
targets that are optimal in this respect. However, the optimum target de-
sign depends on many different factors — first of all, on the driver type.
The targets for laser driven fusion experiments differ from those driven
by heavy-ion or light-ion beams. In this chapter only targets for laser
driven fusion will be described, target design in heavy-ion driven fusion is
described in Section 10.3.

Even if we consider only lasers as drivers, the indirect and direct
approaches still require different targets. The differences will be discussed
in detail in Section 8.2. In addition, the optimal target in either of these
approaches depends on the individual properties of the laser used. This

155
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means the targets have to be constructed in such a way that they fit the
parameters given by the laser, such as the energy delivered onto the target,
the pulse length, and profile.

Nevertheless, there are a number of features that all ICF targets have
in common, which we discuss first.

8.1 Basic Considerations for Target Design

High-gain fusion targets have to fulfill the performance specifications en-
countered earlier in Chapter 7, which we will demonstrate in the following.
Recall that the target design has to suit the driver characteristics — energy,
temporal and spatial pulse distribution, number and localization of beams,
and focal spot size plus additional parameters specific to the driver type,
which for lasers means the wavelength, polarization, and energy spread.

The main tool in designing targets is computer simulation, which mod-
els the dynamics of a target in the ICF process. These might be hydrody-
namic codes that simulate the whole ICF process or specialized codes that
analyze certain aspects relevant for the target design such as:

• Rayleigh–Taylor instabilities,
• transport of suprathermal particles,
• driver energy deposition, or
• energy transport.

To optimize the target design, implosion simulation codes such as LAS-
NEX, HYDRA-3D, ORCHID-2D, and so on are used. For a description of
these codes the interested reader is referred to Appendix B.5.

Altogether the target optimization is a highly complex process. How-
ever, ICF research has advanced sufficiently in understanding individual
processes that some rules of thumb have emerged: the main design param-
eters are

(i) the amount of deuterium-tritium (DT) — the so-called fuel loading,
(ii) ρR, and
(iii) the shell structure.

The required fuel loading depends on the burn efficiency, which itself
depends on ρR. The larger the ρR value, the higher the expected burn
fraction of the fuel. This is expressed by Eq. 5.45 in Section 5.9 as

fb =
ρR

ρR+ ψ(Ti)
,

Figure 5.6 shows that a ρR-value of >∼1 g/cm2 is required for the burn
efficiency to be greater than 10% and ρR of 1–3 g/cm2 corresponds to a
compression of the fuel to 300–1600 liquid density.
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Because the specific yield of the complete combustion of the deuterium-
tritium fuel is 340 MJ/mg, the fuel load can be calculated for a given
yield (for NIF this is assumed to be 15 MJ), or the burn efficiency can be
estimated. The resulting characteristic values for the fuel loading are 1 to
several mg of DT.

The primary aim of the fusion target design is to compress the fuel to
high densities and temperatures with the minimum possible energy input.
In other words, the goal is to efficiently push the DT shell to the high-
est possible velocity in the most efficient way. Therefore providing a long
distance over which the shell could be accelerated would be ideal. This
would imply making the capsule as large as possible with a very thin lay-
er. However, as we saw in Chapter 7, the problem with that is that any
nonuniformity, either by initial surface imperfections or in the heating, is
amplified by Rayleigh–Taylor (RT) instabilities. Obviously the longer the
acceleration process the more time there is for these instabilities to grow,
and in extreme cases the shell might even be destroyed. This puts a limit
on the size of the capsule as well as the target manufacturing precision.

Not only does the implosion physics dictate the target design, but
equally crucial is the ignition process. In the above described hot-spot
scenario, the layer of dense DT compresses a small mass of DT gas in the
center. Here again, RT instabilities play an important part. In forming
the hot-spot area, the low-density fluid of the DT gas pushes against the
high-density fluid originally comprising the solid DT ice layer. A mixing
between the two regions sets in and the hot spot is cooled. To avoid the hot
spot being cooled below the threshold temperature required for ignition, it
is essential that the DT shell is initially very smooth and highly uniform.

At the moment hollow thin-walled spherical capsules of plastic filled
with DT gas are the most favored approach to fulfill the above require-
ments. The DT gas is chilled using cryogenic liquid helium and the DT
partly condenses as a thin layer of DT ice on the inside of the shell. A
schematic picture of the basic design is shown in Fig. 8.1.

In current designs of direct- and indirect-drive targets, a layer of DT
ice is essential. These so-called cryotargets operate at a temperature of ∼
18 K and it is important that this is kept relatively constant. If the outer
surface of the frozen DT-filled ablator reaches the triple point of 19.79 K,
the target may suffer implosion instabilities. For higher temperatures it
is even expected that gas bubbles might begin to form inside the capsule
(Petzoldt et al., 2002). An alternative to cryogenic targets so-called double
shell targets (see Fig. 8.8b) has been considered as a noncryogenic option.
However, the designs discussed so far have a much lower performance.

The task for the target designers is to find a configuration that helps
to achieve the fusion conditions derived in the previous chapters. These
are the required peak temperature and the peak density in the hot spot
area, but also the total ρR, the implosion velocity, and others.
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DT ice

DT gas
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Figure 8.1. Schematic capsule design for NIF experiments.

Numerically the target design is optimized the following way: for an
indirect-drive target, the parameters hohlraum size, temporal temperature
profile, and energy are fixed. The remaining free parameters are ablator
thickness and fuel thickness, ablator material, and detailed shape of peak
temperature profile. By choosing the ablator material and assuming that
the optimal peak temperature profile can be created, this leaves only two
free parameters — ablator thickness and fuel thickness. The target design-
ers construct a performance map for this two-dimensional parameter space
(see Fig. 8.2) to find the optimal shell thicknesses of the ablator and the
fuel. Basically, if the ablator is too thin, it burns through; too thick the
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achievable velocity will be too low.

In these calculations the performance is determined from one-dimen-
sional models. Obviously this oversimplifies many aspects of the implosion,
but having determined the likely parameter space for high-performance
target design, the fine-tuning can then be made with two- and three-
dimensional codes.

8.2 Direct- and Indirect-drive Targets

As mentioned in Chapter 1, there are two main classes of ICF fusion ex-
periment targets: direct- and indirect-drive targets as illustrated in Figs.
1.7 and 1.10. During the last two decades there has been more research on
indirect-drive than direct-drive schemes. This does not neccessarily mean
that indirect-drive targets are the better option for a future ICF reactor.
Bear in mind that the NIF in the United States as well as LMJ in France are
so-called dual-use lasers. That means they are research facilities with the
final aim of fusion as an energy source but also used for military research.
For these military applications indirect-drive schemes are preferred.

Which scheme is more suitable for an energy-producing ICF reactor is
still an open question. We saw in the previous chapters that both direct-
drive and indirect-drive targets have advantages and disadvantages and
there is still no concensus which scheme would be better in terms of civil
energy applications of ICF. In the United States the Lawrence Livermore
Laboratory focuses on the indirect-drive scheme, whereas a large portion
experiments to design direct-drive targets for NIF are done at the uni-
versity of Rochester’s Laboratory of Laser Energetics (LLE) with the 60-
beam, 30-kJ OMEGA-upgrade laser system. NIF was originally designed
for indirect-drive only, but modifications have been implemented so that
direct-drive experiments will be able to be performed, too. Direct-drive ig-
nition experiments on the NIF are not scheduled until 2014, but there are
plans to adapt the indirect-drive configuration to perform first direct-drive
experiments — called polar-direct drive. Naturally the gain will be less
in this configuration, but it is nevertheless predicted to be ∼10 (Skupsky,
2004).

In Japan, which does not perform ICF research for military appli-
cations, both schemes have been studied (Nakai, 1994) to equal extent.
Recently, however, the fast ignition scheme, which will be discussed in
Chapter 11 has increasingly become a major focus of studies at Institute
of Laser Engineering (ILE), Japan.
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Figure 8.3. Schematic capsule design of direct-drive target design for NIF ex-

periments: a) full DT-target; b) foam target.

Direct-drive Targets

For direct-drive targets the main concern is nonuniformity: direct-drive im-
plosions are much more susceptible to radiation nonuniformity triggering
hydrodynamic instability than the indirect-drive approach. The main con-
straints for target design therefore stem from minimizing RT instabilities.

As demonstrated in Section 6.1, Rayleigh–Taylor instabilities deter-
mine the upper limit to the aspect ratio — the ratio of the capsule radius
R to the shell thickness ∆R. Targets with very thin walls or large dimen-
sions are more vulnerable to instabilities.

This is more specifically expressed by Eq. 6.8, reformulated here as a
function of the aspect ratio as (Lindl et al., 1992)

γt =
(

l

1 + l∆R/2R

)1/2

− αl

(
∆R
R

)
, (8.1)

for a shell accelerated through half the shell radius with constant accel-
eration and with a density-gradient scale length at the ablation surface
optimized to be half the shell thickness. This means that the degree of
amplification of perturbations on the surface by RT instabilities is directly
determined by the ratio R/∆R (Haan, 1989).

Controlling the impact of RT instabilities can be achieved either by
minimizing the seeds of these instabilities and reducing the growth rates of
the dominant modes. The two main seeds for the instabilities are inhomo-
geneous radiation and the target surface roughness. The former requires
irradiation nonuniformity of 1% rms or less, averaged over a few hundred
picoseconds (Skupsky and Craxton, 1999). The techniques used to ob-
tain high irradiation uniformity are spectral dispersion, distributed phase
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Table 8.1. Typical specifications for direct-drive targets

Specification Value

Gain 45
Yield 2.5 × 1019

ρr 1.3 g/cm2

〈Ti〉n 30 keV
Hot spot CR 29
Peak IFAR 60

plates, polarization smoothing with birefringent wedges, and multibeam
overlap (see Section 2.3).

The second constraint leads to target surface requirements. The CH
capsules for the NIF experiments are designed in such a way that they can
tolerate a surface finish of 800 Angstrom and a mix penetration of 9 µm.
Table 8.1 summarizes some of the specifications for direct-drive targets.

However, the right choice of R/∆R is not the only option to stabilize
the implosion; it is also possible to direct instabilities into a regime in which
the density gradients are longer than the instability wavelength. If this can
be achieved the instabilities are less damaging for the compression process.
In fact the most serious instabilities occur at wavelength comparable to
the shell thickness, and these have to be avoided above all else (see Section
6.1).

The growth rate of instabilities can also be reduced by so called adiabat
shaping. Here the adiabat of the shell is increased at the ablation surface,
resulting in a higher implosion velocity and a reduced instability growth
rate γ. The growth rate is kept low in the inner portion of the shell so
maintaining the compressibility of the target and maximizing the yield
(Goncharov et al., 2003). This shaping of the adiabat can be achieved in
two ways: either by a short (∼100 ps) picket pulse creating an unsupported
shock in the shell or by relaxing the shell density with a weak prepulse
followed by a power shut-off before the main pulse (Andre and Betti, 2004).
Figure 8.4 shows how adiabate shaping can reduce the occurance of RT
instabilities.

For NIF the direct-drive targets designed by the LLE are cryogenic
targets with a spherical DT-ice layer enclosed by a thin plastic shell. As
Fig. 8.3 shows there exist two main designs — one with and one without
a foam matrix. It is expected from two-dimensional simulations (McKenty
et al., 2001) that these targets should lead to a gain ∼30 on the NIF.
The target shown in Fig. 8.3a is designed for the specifications given in
Table 8.1. The design assumes a 1.5-MJ laser pulse consisting of two parts
— a fast pulse (4.25 ns at a power of 10 TW) providing a 10 Mbar shock
pressure in the DT ice and a second pulse (2.5 ns at 450 TW) timed to
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Figure 8.4. Development of Rayleigh-Taylor instabilities in adiabate shaping

(McCrory, 2003).

coincide with the shock breakout at the rear surface of the DT ice.
Apart from avoiding RT instabilities, the other major constraint for

the target design is to keep the preheat as low as possible. For high gains
only a few eV of temperature are allowed in the initial stages of the implo-
sion. Therefore in many target designs the thickness of the fuel damper is
determined by the need to keep the preheat low.

The disadvantage of the all-DT target is that, although it is robust, the
laser absorption rate is only 60%. By contrast, the DT-wetted foam targets
(see Fig. 8.3b) can absorb up to 90% of the laser light. The reason for the
increased energy coupling in this type of target is the carbon in the foam,
higher Z material, which makes the plasma more collisional. As we saw in
Section 4.2 this directly increases the absorption. These factors could push
the gain to about ∼80, because the higher absorbed energy allows more
massive targets to be driven with the same incident laser energy.

These recent advances in direct-drive target design make it more likely
that direct-drive ICF could eventually be used for higher gain implosions
in an ICF reactor.

Indirect-drive Targets

The basic design of an indirect-drive hohlraum target for NIF experiments
is shown in Fig. 8.6. It consists of a cylindrical hohlraum of about 10 mm
length, 5–6 mm diameter, and 30 µm gold walls. As noted in Section 4.5
the hohlraum size is not such a critical value, so other shapes and materials
are also considered. The important parameter here is the wall/hole surface
area ratio, which in current designs is approximately 2:1. The hohlraum is
filled with a He or H/He gas enclosed in a 1 µm CH or polyimide windows
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Figure 8.5. NIF hohlraum target design. Reprinted with permission from Lindl

(1995) c©1995, American Institute of Physics.

to cover the laser entrance holes. Table 8.2 summarizes the conditions for
which NIF targets are designed.

The actual capsule consists of CH shell (see Fig. 8.6a) and its basic
design is very similar to that of a direct-drive target: the ablator is a layer
of doped CH material with a layer of cryogenic DT and the capsule is
filled with DT gas. From Nova experiments it is known that the CH shell
contains approximately 5% oxygen as an unwanted fabrication byproduct.
The CH shell is doped with 0.25% of bromine to reduce the preheat and
improve the stability at the interface between the ablator and the DT fuel.

The gas density in the capsule can be changed by varying the temper-

Solid DT
1.19 mm

1.03 mm

0.98 mm

(b)(a)

1.1 mm
0.95 mm

0.87 mm

Solid DT

CH + 5% 0 + 0.25% Br Be with Na and Br doping

DT
0.3 mg/ccm

DT
0.3 mg/ccm

Figure 8.6. NIF capsule designs a) shows a CH-capsule designed for a 300 eV

target, which absorbs 1.35 MJ energy; b) shows a beryllium capsule designed for

a 250 eV target.
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Table 8.2. Parameters for which CH capsules for NIF experiments are designed

according to Lindl (1995).

Specification Value

Peak temperature 300 eV
Peak density 1200g/cm3

Total ρR 1.5 g/cm2

In-flight aspect ratio 40
Implosion velocity 4.1 × 107 cm/s
Convergence ratio 36
Yield 15 MJ

ature of the cryogenic DT. However, changing the gas content influences
the convergence ratio. The yield becomes less for high gas content because
the total fuel ρR decreases (see Fig. 8.7). The DT gas in the center will be
in thermal equilibrium with the DT ice at a density of ∼0.3 mg cm−3.

The target design shown in Fig. 8.6a operates near the expected max-
imum of the hohlraum temperature of 300 eV. The required laser energy of
1.35 MJ is below the 1.8 MJ the NIF laser is designed to deliver. Likewise
the design specifications of LMJ lie above the expected required energy for
ignition. This is so that uncertainties in the coupling efficiency and the
ignition threshold will not jeopardize the aim of achieving ignition with
these facilities. The expected yield of these targets is 15 MJ, this means
these targets would have an expected gain of approximately 600. Note that
for a fusion reactor a 5–10 times higher energy gain would be required.

There have also been capsules designed which operate at the lower
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Figure 8.8. Alternative target designs: a) beryllium target with graded copper

dopant b) noncryogenic double-shell target.

temperatures. Here the ablator does not consist of CH but beryllium (see
Fig. 8.6b for a beryllium target designed to operate at 250 eV). The sim-
ulations show that the advantage of these beryllium targets is a somewhat
higher achievable ablation pressure. The capsule absorbs more flux at a
given temperature. However, beryllium targets are more sensitive to hydro-
dynamic instabilities and deviations in the pulse. Whether CH or beryllium
targets will be used in future largely depends on the achievable fabrication
quality of the beryllium targets.

Recently simulations of Be shells with graded copper dopants show
very promising results (Haan, 2003). In these targets there is no Cu in the
inner and outer edge, but instead increased Cu-doping toward the middle
of the shell (see Fig. 8.8a). When the x-ray radiation is absorbed in the
capsule, this kind of CU-doping alters the density profile in the target in
such a way that the overall RT instabilities are reduced. This in turn means
that targets can have rougher surfaces than in previous designs.

One has to keep in mind that the favored target designs are all tailored
to achieving ignition and burn with the absolute minimum of incident en-
ergy. In future targets designed for a commercial reactor the aim will be
a different one; namely, to achieve as high as possible a gain. In this case
other target designs could be more suitable. To enhance the target gain an
efficient coupling of the laser energy to the x-ray energy absorbed is essen-
tial. Simulations of hohlraum targets show that the coupling efficiency be
increased by

• smaller entrance holes,
• a reduced case to capsule ratio,
• less laser scattering loss by parametric instabilities, and
• cocktail wall effects in the hohlraum.

The last point is based on the fact that combining appropriate atom-
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ic species (for example gold and gadrinum) in the wall material of the
hohlraum (cocktail wall) can decrease the transmission window in the x-
ray spectrum and so reduce radiation losses.

It is expected that implementing above improvements to the target
design could increase the coupling efficiency from 8.5% at present to 20%
in future.

8.3 Target Fabrication

We saw in the previous section that although the direct- and indirect-
drive schemes require two different target designs, the actual capsules are
very similar in both approaches — a low-Z ablative material surrounding
a dense shell of DT fuel with a 50:50 DT fusion fuel mixture. All target
designs share the feature that the fuel is layered, with the DT fuel placed
immediately inside the capsule wall.

Consequently, there are several steps required to produce such a target
— first a capsule shell has to be made, which functions as an ablator in the
fusion experiment, second a layer of DT has to be crafted onto the inside of
this shell. For indirect-drive a third step is necessary: manufacture of the
hohlraum that surrounds and fixes this capsule at a certain position. Foam
targets and doped layers also require additional technical knowhow. In the
following the main manufacturing techniques will be described shortly. For
a detailed account of recent techniques see Chapter XII in Hammel et al.
(2004).

Ablator Capsules

In the previous section it was noted that mainly CH plastic (i.e., polymer-
ic composite), and beryllium are favored as shell materials. Most tech-
nologically advanced are polymeric composites shells as a result of Nova
experiments. The important point in ablator fabrication is to achieve the
required roundness and surface smoothness of the capsules and a constant

Table 8.3. Typical specifications for target fabrication.

Specification value

Deviation from spherical <0.1 %
Ablator thickness <1 %
Outer surface smoothness <200 Å
Inner surface smoothness <1 µm
Capsule centering in hohlraum <25 µm
Allowed temperature change of layering 0.5o K
Maximum dislocation in shot (direct) 20 µm
Maximum dislocation in shot (indirect) 200 µm
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thickness of the different layers. Table 8.3 shows the specifications for the
NIF targets. There are three main techniques to produce such shells — the
drop tower method, microencapsulation and the mandrel technique.

In the drop tower method, droplets of polystyrene dissolved in solvents
are dropped down heated towers. The solvents boil and the droplets harden
while falling and are collected as microballons at the bottom (Crawley,
1986; Burnam et al., 1987; Cook et al., 1994). A polyvinylacetate (PVA)
gas permeation barrier is added and the shell is coated with a polymer
ablation layer, which acts as ablator. This capsule fabrication technique
was used for most of the targets for Nova experiments. Although a very
good surface finish and clarity are achieved, problems remain with the
required sphericity and concentricity. Because these defects increase with
the size of the capsule, this technique is not suitable for the production of
fusion targets for NIF.

The other established technique for capsule fabrication is density-
matched microencapsulation mainly developed by the Osaka University In-
stitute of Laser Engineering (Norimatsu et al., 1994), which uses a water in
oil emulsion, in which the water forms spherical globules in the polystyrene
solution. Adding an additional solution of water and poly vinyl alcohol and
heating the whole system drives out the solvent, leaving the polystyrene
shells, which harden after several hours (Kubo et al., 2001). With this
technique it is possible to achieve larger capsules with very good sphericity
and concentricity, but it is less easy to achieve thin walls.

For these reasons the decomposable mandrel technique (Nikroo et al.,
2002), will probably be the main capsule fabrication for NIF experiments.
Here an inner mandrel is produced by density-matched microencapsulation
and coated with a polymer layer. As the capsule is heated, the mandrel
material decomposes and permeates out, leaving the shell. Here it is essen-
tial that the mandrel is produced with a high-quality surface as the surface
finish of the final target depends ion the initial symmetry of the mandrel.
Long wavelength surface modulations are reproduced in the final coated
shell whereas those of shorter wavelength usually grow in width during
coating (McQuillan and Takagi, 2002).

As mentioned before, apart from plastic-based capsules, beryllium and
polyimido capsules are also under consideration. The advantage of beryl-
lium targets is they can tolerate a factor 2–3 rougher surface on the outer
ablator surface as well as on the inner DT ice fuel surface. However, the
fabrication technology is still premature and the deciding factor will be the
quality that can be achieved for beryllium shells.

DT Layering

Finally, a layer of DT has to be coated onto the inside of the ablator
capsule. The problem here is to ensure that this layer is highly spherical
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and of even thickness and high surface quality (see Table 8.3). A variety of
techniques for liquid layers have been explored, but they have the problem
that sagging of the DT in the capsule occurs on a relatively short timescale
so that these capsules fail to produce the required spherical shape.

At the moment solid DT layers are favoured, which means cooling
the capsule to low temperatures (Musinski et al., 1980). These targets are
called cryogenic by virtue of the fact that the spherical capsule is filled with
DT gas cooled using liquid helium. The deuterium and tritium condense
as a thin layer of DT ice on the inner surface of the capsule.

Although the solid layer in cryogenic capsules is initially highly nonuni-
form, fortunately the so-called phenomenon of beta-layering (Hoffer, 1992)
smooths out these nonuniformities to a high degree within a reasonable
time. In this beta-layering process the small amount of heat created by
the radioactive decay of tritium vapourizes the DT ice from thick regions
and redeposits it in thinner regions. The manufacturing of these capsules
need high precision (Woodworth and Meier, 1997), especially because the
plastic shells burst if they warm up too much.

Hohlraum Fabrication

For indirect-driven ICF experiments hohlraum production poses an ad-
ditional manufacturing issue. The hohlraums are produced by electro-
forming gold (Foreman et al., 1994), which involves coating a previously
fabricated mandrel with gold and then removing the mandrel chemically.
Since the target surface on the inside of the hohlraum has to be very smooth
(<100nm rms), special care has to be taken when producing the mandrel.
Hohlraum targets also contain the capsule, which is made separately and
later butt-joined to the inside.
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Inertial Confinement Fusion Power

Plant

This chapter takes a look beyond the inertial confinement fusion (ICF)
physics considered before to discuss additional issues that have to be solved
in a future ICF power plant. A power station must produce energy at the
lowest possible cost. This means the primary objective shifts from demon-
strating fusion with the lowest possible energy, to achieving the highest
possible gain and plant efficiency.

Driver Fusion
chamber Target factory

Turbine
generator

TargetsBeams

Heat

Figure 9.1. Conceptual view of a power plant with separated target factory,

driver, fusion chamber, and turbine generator.

169



www.manaraa.com

Power Plant Design 170

9.1 Power Plant Design

An ICF power plant, sometimes called inertial fusion energy (IFE) plant,
would spatially separate the target factory, driver, target chamber, and
steam turbine to generate energy. A conceptual picture of such can be seen
in Fig. 9.1.

The different parts of the ICF power plant have the following functions:

• In the target factory the targets are prepared and filled with deu-
terium-tritium (DT). They are made ready to be transported to the
reactor and injected into the target chamber.

• The driver — whether laser or particle accelerator — converts electri-
cal power into a short, powerful pulse, which then delivers its energy
onto the fuel capsule and so drives the fusion process.

• In the target chamber the targets position and velocity are tracked
and the beams are directed accordingly so that the fusion process can
take place. The fusion products are captured in the chamber blanket
and their kinetic energy converted into thermal energy. This process
is repeated at a high frequency. In addition, tritium is produced in
the target chamber.

• In the turbine generator the thermal energy in the blanket is con-
verted into electrical power. Part of this electricity is fed back into the
reactor to power the driver. The rest can be injected into the power
grid.

• In addition, tritium and some other target materials are extracted
from the blanket fluid and recycled in the target factory.

The advantage of separating the different parts of the plant is that the
target factory and driver are completely decoupled from the fusion cham-
ber, which is susceptible to radiation and shock damage. As we will see in
Chapter 10 in the context of the heavy-ion beam driven fusion, an addi-
tional advantage of this separation is that a single driver could be used to
feed energy to several fusion chambers at the same time. An example of
such a IFE power plant — the HYLIFE concept — can be seen in Fig. 9.2.

The construction of a power plant will have to meet the following
constringent requirements, in addition to achieving fusion

• High gain targets — i.e., energy output ∼50–100 times greater than
the driver energy input

• Efficient (10–30%) driver with a high repetition rate (5–10 Hz)
• Low-cost targets with high production rate
• Long lifetime of fusion chamber (∼30 years) while maintaining low

radioactivity levels

In other words, the driver has to ignite several cheap fusion targets per sec-
ond with high efficiency for a long time. The ultimate goal is to eventually
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Figure 9.2. HYLIFE concept.

be able to construct a reactor that can provide energy in a relatively clean
way without the worry of exhausting resources.

9.2 Plant Efficiency

In a reactor a series of energy conversion processes take place. The reactor
efficiency is not only determined by the efficiency of the fusion process
(i.e., hydrodynamic efficiency, burn efficiency), but also by how effectively
fusion energy can be converted in electricity. The losses and corresponding
efficiency definitions are the following:

(i) The driver efficiency is given by

ηdriver =
driver energy input

driver electrical input

and describes the efficiency of converting the input electrical energy
into laser light or particle beam energy.

(ii) The target gain Q is the efficiency with which the driver energy pro-
duces thermonuclear energy via the fusion process (see Chapters 4 and
7).

(iii) When the thermonuclear energy is converted in the blanket of the
target chamber, along with the tritium breeding, neutron reactions
lead to a modest energy multiplication M .

(iv) Usually the transformation of fusion energy to electricity will work via
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Figure 9.3. Gain cycle for reactor.

a thermal cycle, defined by the gross thermal efficiency of the plant
ηth.

(v) A certain amount of the electricity produced must be reused to operate
the driver. This can be quantified by a plant recycling efficiency ηP .

In Section 7.1 we saw that the scientific breakeven is defined as the
point at which the fusion energy production equals the driver energy out-
put. Engineering breakeven is even harder to meet. This is reached if
the fusion energy production is high enough to compensate the energy the
driver requires, which, for the whole reactor cycle, implies

ηdriverQMηthηP > 1. (9.1)

What values of ηdriver, Q, M , ηth, and ηP seem realistic at present?
Starting with the last one, ηP , the amount of recycled power used to

operate the driver obviously should not be too high; otherwise the fuel is
just burned to run the driver. For economic reasons not more than 25% of
the power produced can be recycled to the driver. Typical thermal cycle
have a gross plant thermal efficiency ηth between 30 and 40%. The so-called
nuclear energy multiplier, the energy increase because of neutron reactions
is typically 1.05–1.25, so it will only slightly influence the efficiency of the
entire process.

Using these estimates of M , ηth and ηP in Eq. 9.1, we obtain

ηdriverQ > 10. (9.2)
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Table 9.1. Energy conversion stages in ICF power plant.

Energy conversion stages Name Symbol Efficiency

Electrical → laser light Driver efficiency ηdriver ∼10
→ particle beam 30–40

Driver → thermonuclear Target gain Q
Thermonuclear → thermal Multiplication M 1.05–1.25
Thermal → electrical Electr. recirculated ηP 25%

To produce a significant amount of power in the reactor

ηdriverQ ∼ 100

would be required.

The product ηdriverQ describes the minimum gain necessary for a re-
actor, independent of the type of driver used. The target gain for the
indirect-drive scheme is expected to be Q ∼30 and for direct drive Q ∼
100.

As we saw in Section 2.2 for a laser the driver efficiency is realistically
about 10%. For the National Ignition Facility (NIF) and Laser Mega-
joule (LMJ) experiments ηdriverQ ∼3 can be expected; definitely not good
enough for a reactor. For a reactor a higher target gain and higher driver
efficiency will be mandatory.

One option would be the use of a different type of laser as discussed
in Chapter 2, another one to use heavy-ion beams as drivers. As we will
see in Chapter 10 the efficiency of heavy ion drivers is expected to be much
higher: 30%–40%. Such plants could provide much more efficient reactors.

Any improvement in driver efficiency or target gain would make it
possibile to work at smaller driver energies. This would reduce the driver
costs as well as require smaller fractions of recycled power. Reduced driver
cost and higher efficiency reduce the cost of the energy produced, possibly
making it competitive to other methods of energy production in the not
too distant future.

Apart from achieving fusion in a cost-effective way, one also has to
think about how to convert the energy produced. The energy of the first
fusion reactors based on the DT fuel concept will be mainly released in the
form of the kinetic energy of the fast 14 MeV neutrons. To capture them
a reactor cavity has to surround the pellet and the wall of this reactor
chamber must absorb the neutrons and convert their energy into heat,
which can then be used to produce electricity.
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9.3 Target Chamber

In a working reactor the target chamber has to fulfill several functions at
once, and has to

• provide a good vacuum environment,
• provide an environment inside that the driver can deposit its energy

with high precision in space and time,
• make sure that the target can be positioned with high precision,
• recover energy, and
• breed tritium.

The situation is complicated by the fact that all this has to be achieved
in a rather hostile environment. A fusion pellet will emit neutrons, x-rays,
charged particles, and (for laser drivers) reflect laser light as well.

An essential input for the design of a target chamber is the detailed
knowledge of the energy spectrum and yield of the neutrons, photons, and
debris. Recent studies show that the amount of x-ray radiation and the
energy spectra from the ion debris might differ considerably in the direct-
and indirect-drive schemes (ARIES, 2004).

The high-energy neutrons that leave the target and deposit their ki-
netic energy by collisions will rapidly heat any material in the close vicinity
of the target and shatter it. Only at larger distances is the heat deposited
more gently.

The x-rays are present because not all energy focused onto the target
can be transfered to push the implosion: some of this ends up as x-rays.
These are absorbed by the inner surface of the target chamber and vaporize
the top layer of the surface, thereby creating debris. In addition there is
the debris of the ignited target. The target chamber has to withstand the
high velocities of these particles and strong mechanical forces. In a power
plant this debris has to be quickly cleared up by condensation before the
next target can be ignited. Because of the complex processes of debris
deposition, the chamber wall is a key issue in planning an ICF reactor.

Another issue concerns safety aspects, which are directly connected to
the choice of the materials used in the target chamber. After many colli-
sions, the neutrons are absorbed by some kind of atom, thereby changing its
atomic weight. The newly formed atoms can in some cases be radioactive
isotopes, so it is important to choose the materials in the target chamber
and the liquid shielding in such a way that radioactive isotopes are avoided,
or at least decay in a very short time.

A third point of consideration is the positioning of the targets in the
chamber. In current experiments one is able to predict the final position
of injected targets to an accuracy of 0.1 mm, a precision thought to be
sufficient for ICF experiments (Petzoldt et al., 2002). Because target posi-
tioning and beam pointing have to be coordinated, the combined value is
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Table 9.2. Conceptual inertial fusion reactor designs.

Concept Study name Driver type Scheme

Dry wall chamber Sombrero Laser Direct
KOKI

Wet wall chamber Osiris Laser Indirect
Prometheus Laser Direct drive
KOYO

Thick liquids HYLIFE Heavy ions
ZFE Z-Pinch
SENRI

more relevant, and currently is 0.4 mm (Moir, 1994). Although the posi-
tioning does not seem to problematic in single shots, it could be more so
if this has to take place in a hostile environment at a rate of several shots
per second. We saw in Section 8.1 that the temperature in the target area
has to be held relatively constant. This will definitely be more difficult to
guarantee if a high repetition rate is required at the same time.

There exist a number of quite detailed concepts (see Table 9.2) for the
target chamber design of laser and heavy-ion driven fusion reactors. Fig.
9.6 shows the Sombrero chamber, which is one such fusion chamber con-
cept for direct-drive laser targets. The chamber is made of low-activation
carbon-composites. The laser could be a diode pumped solid-state laser or
a KrF laser. A xenon gas controls the x-ray and debris damage to the first
wall.

In these studies the concepts for laser driven and heavy-ion driven fu-
sion differ to some degree. The final focus and the target chamber have to
be sufficiently spatially separated in laser driven fusion, transparent glass
shields are required and a large target chamber to reduce the intensity of
the x-rays is advantageous. By contrast heavy-ion driven fusion plants can
have the final focus magnets closer to the target. This would allow a small
target chamber, which would have the advantage of reducing the size of
the focus spot. If the focus spot is smaller, the driver can be smaller and is
cheaper to build. In addition, a smaller target chamber needs less material
and this again reduces the costs. HYLIFE-II (Moir, 1994) is one such study
of an IFE power-plant design that uses a heavy-ion driver (see Fig. 9.2).
The chamber uses liquid jets of a fluorine, lithium, and beryllium molten
salt (Flibe) to protect the fusion chamber from neutrons. This prolongs the
lifetime of the components, reduces maintenance costs, and environmental
impact.
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Chamber Wall Designs

In contrast to magnetic fusion devices, the target chamber for ICF has
less stringent requirements on the vacuum in the chamber. This has the
advantage that there is more flexibility on the wall design.

There are already a number of conceptual designs for the target cham-
ber walls. One can distinguish three primary categories: dry wall chambers,
solid wall chambers protected with a liquid film and neutronically thick
liquid walls. Table 9.2 shows which wall designs the different IFE reactor
studies favor.

Technically complex walls are considered because the fast-flying neu-
trons basically knock atoms out of their location when they hit the wall.
This is more damaging to solid material with a more fixed atomic structure
than for liquid matter.

In the wetted-wall concept a renewable liquid provides the shielding of
the structural components from the damage by neutrons. Fabrics or thin
tubes guide the liquid flow and control the geometry of the liquid. These
are also designed to be easily replaceable. Thin liquid films or sheets shield

Figure 9.4. Thick wall design of the reactor study SENRI, where the magnetic

field guides the thick lithium flow to follow the curved wall (Nakai and Mima,

2004).
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Figure 9.5. Liquid wall design in KOYO study (Nakai and Mima, 2004).

x-ray ablation of flow guiding structures. Here fluid mechanical questions
replace the question of the material. In this concept no replacement of the
blanket is required.

The target chamber has the additional function of transporting the
thermal energy to the heat exchangers. This is done by heating a coolant,
which is then transfered to heat exchangers, producing electricity via tur-
bine generators. In the example shown in Fig. 9.4, the fusion chamber
contains jets of molten salt that surround the target. Flowing from top to
bottom, these jets absorb the energy produced by the target. The molten
salt is collected at the bottom of the target chamber and transfered to
steam generators, which in turn drive normal turbine generators. The
coolant then circulates back to the target chamber.

Presently the molten salt Li2BeF4 (called Flibe) is the favored liquid
coolant. Apart from being nonflammable and compatible with stainless
steel, it behaves well when bombarded with neutrons. The Li6 isotope ab-
sorbs neutrons, while producing helium and tritium atoms. The beryllium
nucleus loses neutrons when hit by fast fusion neutrons, so that these neu-
trons can be absorbed again by lithium. In this way slightly more tritium
is produced than is used for the fusion reaction.

Because tritium is much less abundant than deuterium, “breeding”
tritium in the fusion reactor is regarded as essential. In all existing con-
ceptual studies, tritium is bred from lithium which exists naturally as two
isotopes 6Li (7.4%) and 7Li(92.6%). Interacting with the neutrons released
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Figure 9.6. Dry wall concept in Sombrero study (Nakai and Mima, 2004).

in the fusion process it can produce tritium in two ways:

7Li + n(2.5MeV ) −→4 He +3 T + n(slow)
6Li + n(slow) −→4 He +3 T + 4.8MeV

In designs in which tritium is not bred in the wall, an additional blan-
ket system is necessary to replace the tritium lost in the fusion reaction.

9.4 Target Fabrication for Power Plant

A further critical issue is to manufacture ICF targets economically, espe-
cially indirect-drive targets. At the moment it is relatively expensive to
produce the targets for ICF experiments, each one costs about $2500 —
far too expensive for use in a reactor. The reason for this high costs are
that the design of the targets changes constantly and therefore only a few of
each design are produced. Development costs are high and the production
is labor-intensive.

For an ICF power plant these costs would have to be considerably
reduced — estimates range from 20–40 cent per target as the maximum af-
fordable cost (Rickman and Goodin, 2003). This would require cost-cutting
but there is optimism that this can be achieved by mass production, hav-
ing much fewer different designs, changing them less often, and by having



www.manaraa.com

Safety Issues 179

a continuous production process with fully automated fabrication. In the
fast ignition scheme the requirements of uniformity of the capsules would
be significantly relaxed, so that target production cost might be reduced
even further.

For a repetition rate of 5–10 Hz, the number of targets needed per
year for a power plant is ∼108. This will involve several logistical problems
because, depending on what target fabrication method is used, this involves
for example cooling times of several days. Because it is expected that the
targets in a power plant will also be cryogenic targets, this means that they
must be kept cold (18 K at target chamber center, see Section 8.1) before
and during the ICF process. Only a heating up of 0.5 K is tolerable. They
are also relatively fragile, posing problems in handling. At the moment the
technique of microencapsulation combined with fluid bed coasters seems
the most promising fabrication technology to achieve this.

The target chamber itself with temperatures of 500–1500◦C poses a
hostile environment for the targets. The pellets are expected to become
distorted by the heating through the residual hot gas in the chamber. The
problem is less pronounced for indirect-drive targets because the hohlraum
provides some protection for the capsule. For direct-drive targets reflective
metal coatings might help.

9.5 Safety Issues

For a reactor, safety issues will inevitably play a major role. There are
several points to consider: the hazard of an accident, spent fuels, activated
dust from plasma-facing components, and radioactivity after the shut-down
of such a machine or the exchange of certain components.

The chances of a major accident are nearly neglible compared to a
fission reactor: melt-down as such cannot occur, because if anything goes
wrong the implosion will be unsuccessful and the fusion reactions are simply
turned off by themselves. The decay heat from activated material is in the
worst case just a few hundred degrees — far too little to melt the target
chamber.

What about the hazard posed by tritium? Another advantage of the
fusion concept compared to fission is that the amount of radioactive mate-
rial is much smaller and the half-lives of the fusion products themselves are
much shorter — see Section 1.2 — tritium itself has a radioactive half-life
of 12.5 years. Furthermore, in the event of an accident with tritium, the
timescale of its loss by humans is much shorter. Its biologic half-life is
10–15 days.

Figure 9.7 shows a comparison of the temporal development of the
radioactivity in a fission and a magnetic fusion reactor (from a ITER model
study) after shutdown. It can be seen that even for a steel construction
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after 20 years the radioactivity is at least two orders of magnitude less.
Using more advanced materials, a further reduction of at least two orders
of magnitude is expected. In a inertial fusion reactor the radioactivity will
be even less because the target chamber is much smaller than a tokamak
device.

Because many of the long-term effects on the material in a target
chamber are still unknown, a major task of the NIF and LMJ facilities will
be to

• obtain data on radioactivity, nuclear heating, and radiation shielding;
• test viability of the wall protection in target chamber;
• measure the dose-rate effects on radiation damage in materials;
• investigate the tritium inventory and tritium burn-up rate; and
• determine the tritium breeding rate.

The results of these investigations will heavily influence the design of
a first demonstration reactor, which will be the next technologic step after
experiments with the NIF and LMJ laser systems.

Apart from the specifications for research lasers such as NIF and LMJ

• total energy (MJ/pulse),
• wavelength (0.3–0.5 µm),
• intensity (1014–1015 W/cm2 on the target),
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• pulse shape,
• irradiation uniformity (<1% rms)

lasers drivers for reactors have to fulfill the following additional require-
ments:

• efficiency (>10%),
• repetition rate (several shots per second),
• low cost (operating and running), and
• reliability and long lifetime.

A discussion of lasers that can possibly meet these requirements was given
in Section 2.5. As pointed out there, flash-lamp pumped glass lasers have
the disadvantage a very low repetition rate. There is more hope for diode-
pumped solid state lasers or heavy-ion beams, which will be discussed next.
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Heavy-ion Driven Fusion

While conventional laser-driven fusion facilities (such as National Ignition
Facility (NIF) and Laser Megajoule (LMJ)) are essential research tools for
studying the possibility of achieving fusion, they are suitable as a basis for
an actual power plant. The problems which presently used Nd-glass lasers
would face as drivers for a reactor can be summarized by:

• Their efficiency is far too low, typically 6–10%. Even optimzed Nd-
glass technology would only achieve 15%.

• A repetition rate of several shots per second would be required, which
is presently impossible to achieve with Nd-glass lasers at MJ level —
one expects at best one shot every 8 h for NIF.

In Chapter 2 alternatives to Nd-glass lasers with higher efficiencies
were discussed. However, there is also the option of using a completely
different type of driver — the prime candidates here are heavy-ion beams.
Their repetition rate is high and so is the efficiency — for example, an
induction accelerator has a typical efficiency of 30%. In this chapter we
examine the heavy-ion beam concept more closely.

In heavy-ion beam driven fusion, the material is heated by stopping
high-velocity ions in a high-Z material, for example lead. In this case
the kinetic energy of the ions is deposited in a very small mass of the
material. The advantage of ion beams over lasers is their high efficiency,
reliability, and repetition rate. A further advantage of ion beams is that the
focusing onto the targets can be done by magnets. Ion beams can penetrate
matter with relatively little loss in energy (compared with electromagnetic
radiation), so the final focus magnet can much more easily shielded fusion
byproducts by appropriate design of the target chamber. There are other
problems with heavy-ions as driver as we will see, but let us first start as
usual with a description of the driver.
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Figure 10.1. Principle of a) radiofrequency and b) induction induced ion accel-

eration.

10.1 Heavy-ion Drivers

Today there is no complete accelerator designed specifically for the pur-
pose of heavy-ion driven inertial fusion research. Instead, existing accel-
erators built for high-energy physics experiments — for example, SIS at
Gesellschaft für Schwerionenforschung in Germany or TIT/RIKEN/KEK
in Japan — are used to perform experiments that are relevant to a heavy-
ion driver design or to investigate the interaction of ion beams with plasmas.

The main difference for a heavy-ion driver specially designed for ICF
would be to achieve the though requirements for large instantaneous beam
power focussed to a small focal spot (∼3 mm). This goes far beyond the
possibilities of existing conventional accelerators. The basic driver schemes
described next are only conceptual, although individual parts of the driver
scheme have been tested and there is a proposal to build a integrated beam
experiment. Most of the design of such accelerators is presently done using
specialized codes.

There are basically two types of accelerators that could be used for
heavy-ion fusion

• radiofrequency
• induction accelerator

Radiofrequency (rf) accelerators are mainly favored by Europe and Japan,
whereas induction accelerator are favoured by the United States.

In an rf accelerator (see Fig. 10.1a) a rapidly oscillating electric field is
created by feeding rf-power into a resonant cavity. Short bunches of charged
particles are timed to transverse the gap while the electric field points in the
right direction to accelerate the particles. The current in an rf accelerator is
limited to typically 200 mA — far below inertial confinement fusion (ICF)
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Figure 10.2. Principle of a radiofrequency accelerator for heavy-ion fusion based

on the HIDIF study ( c©Gesellschft für Schwerionenforschung mbH).

driver requirements. Therefore designs of fusion devices usually include
stacking beams in storage rings followed by beam bunching in compression
rings. A typical layout is shown in Fig. 10.2. Here the charge is accumulated
gradually in a series of storage rings.

By contrast, in an induction accelerator a changing magnetic field in-
duced by a pulsed voltage creates the electric field that accelerates the
ions (see Fig. 10.1b). Although the induction accelerator can handle much
larger currents (up to 10 kA) the generated voltage is much lower than
in rf accelerators. The schematics of an induction accelerator is shown in
Fig. 10.3. Here the beams are accelerated in parallel.

The ion beams are produced the following way: an ion source generates
pulses of ions that are initially only singly or doubly positively charged.
Currently bismuth, lead, and potassium beams are favored for a heavy-ion

Ion source
and injector

Acceleration
electric

focussing

Acceleration
magnetic
focussing

Compression

Matching
Beam combing

Bending

Focussing

Target
Target
chamber

Figure 10.3. Schematic picture of induction accelerator based heavy-ion ignition

facility.



www.manaraa.com

Heavy-ion Drivers 185

fusion device. At this point the ions have an energy of typically a few
MeV and all particles have almost the same velocity. After leaving the
source through the injector, the ions can be accelerated by electric fields
to a few hundred MeV. This is done not in a single beam but in many
beam lines simultaneously. At the end of this initial acceleration phase
the beams are combined in groups to have fewer beams to focus on the
target area. As the beams are combined, the current increases. In the next
phase the beams have to be compressed so that the final pulse delivers the
energy in a short enough time. In this phase the approximately 100-ns
long bunches have to be compressed to about 10 ns. The length of the
cloud of ions remains relatively constant during acceleration. Therefore
the pulse duration shortens as the ions become faster. Afterward follows
an acceleration with magnetic focusing.

Why does one start with a too long pulse? As we saw earlier, the
main difference to conventional accelerators is the high beam intensity. As
the ions in the beam are all positively charged, they repel each other, the
more so the denser the beam. The result is an unwanted spreading of the
beam, which at some point becomes space-charge-dominated. To avoid
beam spreading during transport through the accelerator, parts the length
of the cylindrical ion cloud is kept relatively long to have a sufficiently low
density. In this way repulsion and beam spreading are kept under control.
Nevertheless the beam has to be frequently recompressed by electrical fields
and magnets.

The space-charge problem is also the reason why in most designs a
high number of beams is preferred. If one has a large number of beams,
then the current in each single beam can be less, reducing beam spreading
and helping to achieve azimuthal symmetry in the annuli when the beam
is deposited on the target.

A high total current is necessary when the beam eventually hits the
target to have a sufficiently rapid energy deposition. This means that the
beam has to be compressed longitudinally by about a factor of 10 just
before it hits the target. At this stage the pulse length should be about
10 ns. This problem of the final compression is still not entirely solved.
Basically the ions at the back of the beam need to be accelerated to catch
up with the ions at the front end.

The speed and direction of the ions in the beam are not exactly the
same, but exhibit a random component known as emittance. The greater
the emittance the more the focus will smear out, so this has to be kept as
small as possible.

As in laser-driven fusion, a carefully shaped pulse is required. Fig-
ure 10.4 shows how such a shaped pulse could be achieved by using beams
of different duration, current, energies and arrival times (Yu et al., 2005).
The numbers in Fig. 10.4 indicate the number of beams of a specific type.
In this so-called “robust-point” design the foot pulse of approximately 3
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current beams with different duration (adapted from Sharp et al. IFSA, 2003).

GeV is created by three different types of beams and the 4 GeV main pulse
by two types of beams. The foot pulse is 15% less than the main pulse as
the stopping length of the ions at lower temperatures is shorter (see Section
10.2).

The point design is intended to minimize physics risks. In this design
a low-density plasma in the beamline between the final focus magnets and
the chamber is used to neutralize the beam charge (Welch et al., 2001).
In principle the plasma can increase the beam neutralization to more than
95%. At the moment technical development in ion sources, high-flux injec-
tors, repetitive induction modules and final beam bunching is proceeding
quite rapidly (Yu et al., 2003), so we can expect further improvements in
these schemes in the near future.

10.2 Ion Beam Energy Deposition

The main differences in energy deposition between ion beams and lasers
is that the ions penetrate and deposit their energy well inside the target.
Unlike in laser-driven fusion, there is no critical plasma density; instead, the
ions are stopped at a well-defined distance. Most of their energy is released
near the end of the ion range and very little before. This phenomenon is
known as the Bragg peak and is illustrated in Fig. 10.5.

Early work of the stopping of ions in matter concentrated mainly on
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Figure 10.5. The energy deposition from an ion beam as it penetrates matter.

low-intensity beams in cold matter. However, the general concept is very
similar to that of high-intensity beams in high temperature material: the
ions are slowed down by excitation and ionization processes of the atomic
electrons through Coulomb interactions with the ions. This process of
stopping of ions in cold matter is described by the Bethe equation as

(
dE

dx

)
B

=
4πN0Z

2
effρste

4Zst

mec2β2Ast

[
ln

2mec
2β2γ2

Iav
− β2 −

∑
i

ci
Zst

− δ

2

]
,

(10.1)

where N0 is the Avogadro number, β = v/c, γ = (1−β2)−1/2. The stopping
material is characterized by its density ρst, its atomic weightAst and atomic
number Zst, and the projectile ions by their effective charge Zeff . Iav

indicates the average ionization potential;
∑

i ci/Zst characterizes the sum
of the effects of shell correction terms. The average ionization potential Iav

is defined as

Iav =
1
Z

∑
n

fnEn,

where En are the possible electronic states and fn the corresponding dipole
oscillator strengths for the stopping material. In practice the average ion-
ization is usually to complex to calculate so experimentally measured values
tend to be used instead.

Integrating Eq. 10.1, it follows that the distance rst the ion travels
through the matter before it is stopped — the so-called ion range — scales
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Figure 10.6. Ion energy as a function of stopping distance in lead.

approximately like

rst ≈ A

Z2

(
E

A

)1.8

(10.2)

The Bethe formula is only valid as long as Iav < 2mec
2β2γ2; for higher

ionization degree it diverges unless atomic shell corrections and polarization
effects are also considered. More precise calculations require terms for the
contributions from nuclear scatterings of the projectile ion, in which case
the stopping power of energetic ions in cold material is more precisely
described by

dE

dx
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(
dE

dx|Bethe
,

dE

dx|LSS

)
+

dE

dx|nuc
,

where
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and the following definitions apply:
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A = Ast/Ap,
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where N is target atom number density.
dE/dx|nuc is given by
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ion )
]
.

An additional problem with the Bethe formula is to determine the
effective charge Zeff of the ions in the beam. For beam ions heavier than
protons, the effective Zeff is only known from experimental results that
can be approximated according to Brown and Moak (1972) by

Zeff = Z · γ = Z
(
1 − 1.034 exp[−(v/v0)Z−0.688]

)
, (10.3)

where vO = 2.19 × 108 cm/s and v the ion velocity in cm/s. According
to Eq.10.3 Zeff is essentially a function of the projectile velocity in cold
plasmas. The ionization and recombination processes determining Zeff

occur on a time scale shorter than the energy loss.
In the ICF context the stopping will mainly occur in high temperature

plasmas. For highly ionized targets these equilibrium values of Zeff are
often not reached. The energy of the beam ions is more efficiently transfered
to free plasma electrons than the bound electrons in cold material. This
leads to an increase in the Coulomb logarithm lnΛ and the charge states are
higher in ionized stopping material due to reduced electron recombination
(Peter and ter Vehn, 1991).

The ion range is shortened and and the Bragg peak even more pro-
nounced than in cold matter. The peak stopping power is enhanced by fac-
tors 2 and more from nonequilibrium effects. In Fig. 10.6 the ion range in
lead is shown in dependence of their energy. Somewhat counter-intuitively,
heavier ions can deposit more energy in a given depth than light ions. Al-
though the beam ions are only singly or doubly charged, as soon as they
hit the target, many of the remaining electrons are stripped away. The
heavier ions lose more electrons and therefore end up with higher positive
charges. These ions can be stopped faster and deposit more energy over
a given distance than lighter ions. Thus light ions such as lithium (A =
3) can only deposit 50 MeV within the 0.1 mm of lead, whereas the heavy
ions (A = 36–82) can deposit 1–10 GeV. This means the beam intensity
can be smaller for heavy-ion beams than light-ion beams.
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Figure 10.7. Schematic target for heavy-ion driven fusion.

10.3 Target Design for Heavy-ion Drivers

In the heavy-ion fusion concept, not only is the driver different but the
energy absorption mechanism described previously also demands an altered
target design. Unmitigated, nearly classical Rayleigh–Taylor instabilities
(Caruso et al., 1992) are a big problem in a direct-drive targets with heavy-
ions as drivers. At present it appears difficult to achieve the required 1%
uniformity with ion beams. Nonetheless, direct-drive schemes are still not
completely discarded, because new target designs in the laser fusion context
provide hope that this requirement could be relaxed. For 2–3% radiation
uniformity, heavy-ion driven direct-drive might be possible. However, an
indirect-drive scheme seems to be the most likely option.

The indirect-drive concept for heavy-ion drivers differs from that of
laser drivers, because the beams do not hit directly the hohlraum walls
but deposit their energy in converters (see Fig. 10.7). To directly heat the
hohlraum — as in hotraum targets — would require low energy ions and
very high peak power. Otherwise the ion energy would be deposited too
deep inside the wall and x-ray production would become inefficient. In
this case the energy coupling and insulation between absorption and drive
stages would become a problem (Piriz and Atzeni, 1994). However, if one
uses converters, the energy of the beam ions is transformed into thermal
x-ray radiation efficiently. The thermal radiation is confined within the
casing and eventually drives the implosion of the fusion capsule. Afterwards
everything is expected to proceed as in laser-driven fusion: the typical hot-
spot scenario. As before, the capsule consists of a spherical shell of low-Z
material and an inner layer of frozen DT fuel.

Because the absorber (i.e. converter) must be heated to 100 eV before
it starts emitting x-rays into the hohlraum efficiently, this energy has to
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be delivered to the smallest possible volume. This means that both the
penetration depth and beam diameter on the target have to be minimized.
Target design studies show it is preferable to heat the absorber within 0.1
mm from the surface. Here it is important to use the right kind of ions
with the adequate energy to obtain this penetration depth.

Focusing an ion beam to a small spot size is one of the main problems
in heavy-ion driven fusion. To focus to the same point after passing through
a final focusing device, the ions have to have exactly the same speed and
precisely the same direction beforehand. The hotter the beam (i.e., the
amount of random motion), the larger the final spot size. This randomness
of the motion is called emittance.

Just as in laser-driven fusion, the targets are designed to certain beam
specifications. Table 10.3 shows the beam parameters for a two-converter
reference target in the HIDIF study (1998). In this study a spot radius
of 1.7 mm and a pulse length of 6 ns is the reference point for an ignition
driver.

In this study the old idea of telescoping has been revived — here sev-
eral bunches of different ion species with the same momentum and charge

Table 10.1. Parameters of HIDIF for two-converter reference target.
Parameter Design Value

Ion energy 10 GeV
Total driver energy 3 MJ
Linac current 400 mA
Storage rings 12
Final pulse length 6 ns
Peak power 750 TW
Focal spot 1.7 mm
Number of final beams 48
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Table 10.2. Main parameters of the NIF fuel capsule Lindl (1995).
Paramter Design value

Outer radius 1.19 mm
Ablator thickness 0.16 mm
Fuel layer thickness 0.05 mm
Fuel mass 0.143 mg
Implosion velocity 4 × 107 cm/s
Peak radiation temperature 250 eV
Nominal energy for ignition 150 kJ

penetrate each other in the final transport and focusing.
As for the laser concept one can describe how efficient the different

hohlraum components and accelerator constraints are for a given input
energy and one can determine what this means for the energy requirements
of the accelerator beam. There are two main processes where energy is lost
in the hohlraum target — 1) the conversion of beam energy into x-ray in
the converters and 2) the use of this x-ray radiation as driving energy for
the implosion. Denoting these two efficiencies transfer ηtr and conversion
efficiency ηx, respectively, the accelerator energy Eb and the driving energy
Ecap are connected by

Eb =
Ecap

ηxηtr
. (10.4)

To achieve a high conversion efficiency the volume of converter material
heated must be kept small. The heated converter massmc can be expressed
as

mc ∼ Ncπr
2
fRion, (10.5)

where Nc is the number of converter elements, rf the size of the focal spot
and Rion the ion range in the converter material. In most target designs
the number of converters is two, but there are also designs with four or
eight converters (see Fig. 10.8).

10.4 Heavy-ion Power Plant

The most expensive part of a heavy-ion fusion power plant would be the
ion accelerator itself. This is due to the large size of such an accelerator
and the huge amount of iron, copper, and other materials required for
its construction. However, a single accelerator could feed a large number
of target chambers at the same time by creating 100 or more pulses per
second.
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c©LLNL and LLBL.

An improvement in gain could be achieved from reducing the case to
capsule ratio. This puts higher demands on the brightness and focusing to
achieve the necessary small focal spot size.

10.5 Light-ion Drivers

Apart from the heavy-ion beam driven concept, there are also concepts
for driving fusion with light-ion beams. Light-ion accelerators use pulsed-
power generators and magnetically insulated diodes to produce high cur-
rents of light ions such as lithium. Conceptual design studies of inertial
fusion energy power plants have been made by the University of Wisconsin
and Sandia. The advantage of light-ion drivers is the following: the re-
quired ion energy is approximately proportional to the atomic mass. The
costs of induction accelerators increase roughly in proportion to the beam
energy. Therefore from an economical point of view, low-mass ions would
be preferable.

However, light-ion beams have some disadvantages as fusion drivers:
the penetration depth depends on the ion mass and energy as well as the
absorber material. As we saw earlier heavier ions deposit more energy than
light ions per length unit. In other words fewer ions or less intense beams
are needed, if the beam ions are of higher Z, which simplifies the beam
focusing.
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Fast Ignitor

The fast-ignitor concept was first proposed in 1994 by Tabak, Muro, and
Lindl. In their article they suggested igniting the central compressed fuel
region by an additional short-pulse high-intensity laser pulse.

In its original form this scheme comprises three phases (see Fig. 11.1):

(i) the capsule is imploded by a conventional laser to produce a high-
density core,

(ii) a hole is drilled through the coronal plasma using a high-intensity 100
ps pulse

(iii) the core is ignited using a 3rd laser pulse with high Iλ2.

The advantage of the fast-ignitor concept is that compression and ignition
are separated, thereby enabling higher gain to obtain for a lower driver
energy input, possibly allowing higher tolerances in target fabrication.

(i) 

Compression 
with conventional laser 

(iii) 

Ignition 
with high-intensity laser 

(ii) 
Hole boring 

Figure 11.1. Three phases in the fast ignition concept, i) compression, ii) hole

drilling, iii) ignition.
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Figure 11.2. Schematic picture of the temperature and density as function of

the radius in the a) hot spot concept and b) fast ignitor concept.

Theoretical investigations suggest that in the fast-ignition scheme the
target gain could be Q ∼200, whereas the target gain for the indirect-drive
scheme is expected to be Q ∼30 and for direct drive Q ∼100. In fast
ignition the driver efficiency (if it works well) will be 5%, less than in the
other schemes, but because the gain will be higher, this deficiency be more
than compensated for.

In recent years there have been a large number of experimental and
theoretical investigations to explore the practability of this concept, but it
is still too early to say whether fast ignition will work.

11.1 Fast-ignitor vs. Hot-spot Concept

The main idea of the fast-ignitor scheme (Tabak et al., 1994) is first to
implode the fuel to a high density by a conventional laser and then deliver
the ignition energy very quickly to the central target region, so that the
system is out of pressure equilibrium. This is in contrast to the isobaric
hot-spot scenario, where it is essential that the hot-spot area and the sur-
rounding main fuel remain in pressure equilibrium during compression (see
Fig. 11.2a). As we saw in Section 5.7 this means that the hot-spot density
must be about 10 times lower than the main fuel density.

In the fast-ignitor concept (see Fig. 11.2b) there is no need for such
a low-density hot central region, and consequently the central ρR can be
significantly higher than in the hot-spot case. The radius of the ignition
area (sometimes called hot spark) with (ρR)h ∼ 0.4 g/cm2 can be twice
as large as the high-gain fuel radius with ρR > 2 g/cm2. The advantage
of isochoric compression (Tabak et al., 1994) would be that more mass



www.manaraa.com

Fast-ignitor vs. Hot-spot Concept 196

10 

1 

0.1 

1 2 5 10 20 

Volume ignition 

Central, isochoric 

Central isobaric 

10 mg 

1 mg 

Ignition 

Quenching 

T0 (keV) 

ρR
 (g

 c
m

−2
) 

Figure 11.3. Comparison of the ignition thresholds in volume ignition, hot-spot

ignition, and fast ignitor ignition according to Nakai and Mima (2004).

could be compressed to much lower density. A larger gain could therefore
be achieved because the actual burn mass would be larger or the required
laser energy would be smaller for the same gain.

The crucial question for the fast-ignitor concept is whether it is possi-
ble to deliver the ignition energy to the pre-imploded plasma. The problem
is that the compressed plasma is surrounded by an extended corona. The
short-pulse laser somehow has to penetrate this corona and deliver its ener-
gy to the overdense regions in the center. The critical density of the created
plasma corona lies several hot-spot diameters from the central dense core
region. Coupling laser light to supra-thermal electrons at this critical den-
sity would result in a very poor efficiency. It is hoped that making use of
relativistic effects and the ponderomotive pressure, a way could be found
to bring the intense light much closer to the compressed core. There are
two main suggestions how to achieve this: hole boring or laser cone guiding
(see Section 11.2) .

Assuming the energy does reach the overdense region near the center,
then for the moment that supra-thermal electron energy must be converted
into thermal electrons, from there to the ions and eventually to the kinetic
energy of the fuel.

There are two sources required to provide energy input — the conven-
tional laser system and the high-intensity, short-pulse laser system. Con-
sider now the energy requirements for the compression:
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Simulations of the ignition conditions in (ρR, T )-space (Mahdy et al.,
1999) show that the isochoric compression requires a higher ρR than in the
isobaric case, because the main fuel layer works as a tamper suppressing
the expansion of the central plasma regions. These simulations show that
the ignition conditions in the isobaric case can be approximated by

(ρR)3T = 1.0 [(g/cm2)3keV] (11.1)

when the ignition temperature is approximately 10 keV, with the hot-spark
energy as

Espark = 10.6 (ρR)3T
(
ρ

ρs

)2

in [(g/cm2)3 keV GJ]. It follows for the required spark energy

Espark ∼ 40kJ
(ρ/100 g/cm3)2

. (11.2)

If one wants to compare the two models, the total energies in MJ in the
compressed system is given

Ehot spot =
5.8 × 106T 3

hotspot

α2ρ
10/3
M

+ 0.35αMρ
2/3
M

Efast ignitor =
0.031T
ρ2

+ 0.35αMρ2/3.

Figure 11.4 compares the gain, in-flight-aspect ratio and convergence ratio
for the two concepts, and Table 11.1 shows a comparison of the optimum
quantities according to Tabak et al. (1994).

The short-pulse laser energy input depends on the heating depth, the
diameter of the heated area, and the absorption efficiency. The require-
ments on the pulse duration of the ignition laser are determined by the

Table 11.1. Comparison of the optimal quantities in hot-spot and fast ignitor

concept as a function of the internal energy of the initial system ηE in MeV

according to Tabak et al. (1994).

Property Hot-spot model Fast ignitor model

Gain 1.5 × 103η(ηE)0.3 3 × 104η(ηE)0.4

Rhotspot(µm) 190(ηE)0.5 120(ηE)0.5

Rmainfuel(µm) 280(ηE)0.5 1200(ηE)0.6

ρmainfuel(g cm−3) 358(ηE)−0.3 33(ηE)−0.5



www.manaraa.com

Fast-ignitor vs. Hot-spot Concept 198

1000.0 

100.0 

10.0 
0.1 1.0 10.0 

Isochoric model 

Isobaric model 

G
ai

n 

Laser energy (MJ) 
(a) 

100 

80 

60 

40 

0.1 1.0 10.0 

Isochoric model 

Isobaric model 

C
R 

Laser energy (MJ) 

(b) 
Laser energy (MJ) 

50.0 

20.0 

10.0 
0.1 1.0 10.0 

Isochoric model 

Isobaric model 

IF
A

R 

(c) 

Figure 11.4. Comparison of a) gain, b) in-flight-aspect-ratio and c) convergence

ratio plotted as a function of the laser energy in hot-spot and fast ignitor concept

(Tabak et al., 1994).

energy flow and disassembly time of the ignition region. The pulse length
at peak intensity should be between the electron–ion coupling time τei and
the disassembly time of the fuel τD. Following Tabak et al. (1994) and
assuming a DT density of 300 g/cm3, 5 keV temperature, ρR = 0.4 g/cm2,
and a sound speed of 1 µm/ps, the condition for the pulse duration is given
by

τei(∼ 1012 s) ≤ τpulse ≤ τD(∼ 10 ps). (11.3)

Assuming that the final fuel temperature is 10 keV, the required energy
in the fuel for the above case is 3 kJ and the intensity 8 × 1019 W/cm2.
Any coupling inefficiencies have been neglected in this estimate, the most
serious of which is how efficiently the energy can be coupled by the ignition
laser into the fuel.

It is believed that this whole picture (especially Table 11.1 and Fig.
11.4) has been too optimistic. However, for a laser energy of about 1 MJ
the isochoric gain is still expected to be nearly three times greater than the
isobaric one (Atzeni, 1995).

At the moment the fast-ignitor concept is still very much at the proof
of principle stage. At Institute of Laser Engineering, Osaka, the Rutherford
Appleton Laboratory and LULI lasers of a few 100 TW can routinely deliver
up to 100 J in 1 ps. These lasers will soon be upgraded to the petawatt
level 1 started delivering 0.5–1 kJ/ps and will be capable of generating hot
e− currents of several MAmps.

Many variations on the original Fast Ignitor concept have already been
put forward, including a hybrid of heavy-ion driven compression with fast

1 The VULCAN laser at Rutherford Appleton Laboratory achieved petawatt power on
5 October 2004.
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ignition (Caruso and Pais, 1996; Atzeni et al., 1997) as well a fast ignition
using laser-accelerated protons (Roth et al., 2001).

11.2 Hole Boring or Laser Cone Guiding?

One of the main problems in the fast-ignitor scheme is the transport of
energy to the high-density regions of the plasma. There are two methods
under consideration — hole boring and cone guiding.

When the hole-boring laser pulse hits the target, because of the long-
scale coronal plasma the coupling efficiency depends strongly on the focus
position of the heating laser (Tanaka et al., 2000). Experiments by Kita-
gawa (2002) showed that the laser pulse penetrated the overdense region
when the focal position was near the critical density. The result was an
enhanced neutron yield, but this was dominated by the high-energy ions
and not the thermal ones and it was not clear whether the enhanced neu-
tron yield came from fusion reactions near the critical surface or from the
core plasma as intended. However, it is anticipated that for pettwatt laser
energies of 1 kJ and above, the laser pulses might penetrate to higher den-
sity regions. The reason is that the strong plasma heating might cause the
nonlinear scattering to saturate. In this case the thermal neutrons might
increase as well and so might the core plasma heating.

In recent years a target design of a capsule with a guiding cone (see
Fig. 11.6) has become increasingly popular for fast ignitor studies, for the
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500 µm

Figure 11.6. Cone target Nakai and Mima (2004).

simple reason that hole-boring issues are sidestepped. The cone is made
of a high-Z material such as gold, because then the cone wall remains
intact when the plasma develops. The fuel shell is imploded to produce a
compressed core plasma near the tip of the cone. For a reactor-sized cone
target, simulations predict a density of 1000 times solid density and a ρr
higher than 2 g/cm2. When the high density is reached the heating pulse
will be injected at the time of maximum compression.

In cone shell targets the laser energy is mainly deposited at the top
of the cone. The hot-spark radius could be influenced by the choice of the
cone top radius and the distance between the cone top and the core plasma.
In recent experiments about 25% of the short-pulse laser energy were trans-
ported to the core plasma in such cone targets (Kodama et al., 2001).

11.3 Off-center Ignition

In most simulations it is assumed that the ignition occurs right in the
center of the high-density area. Because delivering the energy far inside
the dense plasma seems to be difficult, there have been investigations (Piriz
and Sanchez, 1998; Mahdy et al., 1999) considering the much more likely
case of an so-called off-center ignition, where the ignition occurs not right
in the geometric center but still in the high-density area (see Fig. 11.7). As
Fig. 11.2 indicates they find that at least in two-dimensional simulations,
the ignition conditions (represented by Eq. 11.1) are approximately the
same for central as for off-center ignition.

However, this does not mean that the required spark energy is the
same. The reason is that the hot spark is produced at the edge of the fuel by
relativistic electron heating. As Deutsch et al. (1996) showed the stopping
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Figure 11.7. Schematic picture of a) central spark and b) off-center spark igni-

tionin the fast-ignitor scenario; c) shows the temperature and density distribution

in an off-center spark ignition situation.

range of the intense electron beam is shortened under these conditions.
Because of this stopping range shortening and the heating geometry the
required spark energy scales according to Atzeni (1999) as

Espark ∼ 140 kJ

(ρ/100 g/cm3)1.85
. (11.4)

The required energy can be therefore more than three times higher than
for central ignition.

11.4 Status and Future

From the current understanding of the heating processes, ignition will be
achieved with a pulse energy less than 50 kJ in 10 ps for an imploded
plasma ρR higher than 1.0 g/cm2 (Nakai and Mima, 2004).

There are a number of short-pulse lasers under construction to study
the fast-ignitor concept in more detail. Among them the OMEGA EP (ex-
tended performance) which will add two short-pulse beams of 2–3 PW and
2.6 kJ to the existing OMEGA laser system. The focussed intensities are
expected to be up to 6 × 1020 W/cm2. and is scheduled to operate in 2008.
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ABCs of ICF

Ablator The ablator is a shell of material surrounding the outside
of the fuel capsule. It is quickly heated by the driver beams, evaporates
outward and because of momentum conservation, accelerates the fuel to-
ward the capsule center.

Absorption Most of the laser light is absorbed at or below the
critical surface. In laser-driven fusion the main absorption process is in-
verse bremsstrahlung absorption, which involves collisions between plasma
electrons and ions.

Acceleration phase Part of the ICF process, in which the fuel
moves inward with increasing velocity as the driver deposits its energy.

Aspect ratio Ratio of the capsule radius to the shell thickness.
The in-flight aspect ratio is the aspect ratio during the compression
phase.

Attenuation factor The attenuation factor describes how many
hot electrons reach the fuel as a function of the thickness of the ablator
and the mean range of the hot electrons.

Beam shaping For both laser and heavy-ion-driven fusion, the
beam has to have a temporal and spatial shape to ensure that the com-
pression can follow an adiabat as closely as possible (see pulse shaping).

Bragg peak As ions penetrate into material most of their ener-
gy is released near the end of the ion range. This phenomenon is called the
Bragg peak.

Breakeven Scientific breakeven is defined as the point at which
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the fusion energy production equals the driver energy output.

Brillouin scattering Resonant decay of an electromagnetic wave
into another electromagnetic wave and an ion-acoustic wave. The wave is
backscattered and the laser absorption decreases.

Burn fraction In any given configuration it will never be possible
to burn the entire fuel. The burn fraction fb gives the ratio of the burned
fuel to the total fuel.

Collisional damping Under certain conditions, collisions in a high-
Z plasma can damp excited waves sufficiently that instabilities (such as
Raman) can be stabilized.

Compression In the hot-spot concept the aim is to achieve an adi-
abatic compression because this is most energy efficient. By contrast, the
fast ignitor concept uses isochoric compression.

Confinement time The fuel must be confined for a sufficiently
long time high enough density, so that a sufficient number of fusion reac-
tions take place. For inertial confinement this time is in the picosecond
range, whereas for magnetic confinement, several hours are envisaged for a
fusion reactor.

Convergence ratio Ratio of the initial to final capsule radius after
the implosion.

Coulomb logarithm The cross section for electron-ion scatterings
integrated over all velocities and angles contains a logarithmic term that
reflects the limits of the integration — namely the Debye length and the
distance of closest approach.

Coulomb repulsion That equal charges repel each other. In the
fusion process the Coulomb repulsion has to be overcome to fuse two nuclei.

Critical density The plasma hinders the laser beam from penetrat-
ing regions with densities higher than the critical density. In laser-driven
ICF experiments the critical density surface is located at some distance
from the solid target surface, so the laser energy is typically deposited sev-
eral microns in front of the target surface.

Debye length Because of the attractive and repulsive forces in
plasmas, an ion will be surrounded by electrons and vice versa, so that
on a large scale the plasma will be quasi-neutral. The Debye length λD
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describes the distance from which a charge is completely shielded from the
effect of the surrounding charges.

Decay instability Parametric instability, in which an electromag-
netic wave decays into an ion and an electron wave.

Deceleration phase The deceleration phase is the part of the im-
plosion in which the fuel approaches the center, is slowed down, and reaches
its final stages of compression.

Degeneracy parameter Parameter that describes the degree to
which quantum mechanical effects begin to dominate the behavior of the
electron gas at high densities and low temperatures, so that Fermi-Dirac
rather than Maxwell-Boltzmann statistics apply.

Deuterium Deuterium is a naturally occurring isotope of hydro-
gen. In constitutes one proton and one neutron. Deuterium and tritium are
the preferred fuel combination for current fusion devices because of their
large fusion cross section.

Dilution factor Geometric factor that represents the considerable
amount of hot electrons that do not hit directly the core but reach it after
many scattering events.

Direct drive The power of the driver is directly deposited on the
surface of the fuel capsule and drives the implosion.

Disassembly time Time the target needs to fly apart so that no
further fuel can be burned.

Driver Machine that produces the required laser or ion beams
which deposit their energy on the target.

DT reaction The fusion reaction of deuterium and tritium repre-
sents the easiest approach to fusion becuase of a relatively large cross-
section and very high mass defect. When these two nuclei fuse, an inter-
mediate nucleus consisting of two protons and three neutrons is formed,
which splits immediately into a neutron of 14.1 MeV energy and an α-
particle of 3.5 MeV.

Electron conduction In the burn phase electrons diffuse into the
surrounding colder plasma and reduce the temperature in the hot spot.

Emittance The ions in a beam never have exactly the same speed
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and precisely the same direction. The randomness of the motion of the
ions in the beam is called emittance.

Fast ignition In the fast-ignitor concept the capsule is imploded
by a conventional laser to produce a high-density core; there, the core is
ignited using a short-pulse laser with high intensity.

Final focus The last focusing element of a driver beam that focuses
the beam diameter to the required spot size on the fusion target.

Flux inhibition parameter The actual measured thermal flux in
plasma coronae is typically an order of magnitude smaller than the values
obtained from theoretical models. An artifical inhibition parameter is used
to deal with this inconsistency in hydrodynamical models.

Fusion reaction The DT reaction is the easiest fusion reaction to
achieve. Other reactions that occur naturally in the sun and stars would
require a larger energy input.

Gain The energy gain in ICF is defined as the ratio between the
fusion energy produced and the total energy put into the driver beams.

Hohlraum The hohlraum is an enclosure around the ICF capsule
used in the indirect-drive approach. Here the driver beams do not strike
the capsule but the inner walls of the hohlraum.

Hohlraum coupling efficiency In indirect drive the laser irradi-
ates the hohlraum wall and the laser light is converted into x-ray radiation.
The hohlraum coupling efficiency is the ratio of the x-ray radiation energy
to the energy of the laser light.

Hole boring/drilling In the fast ignitor concept a high-power laser
has to drill a hole through the plasma to at least the critical density of the
target.

Hot spot The inner part of the fuel is compressed into a higher-
temperature adiabat than the outer part of the fuel. Both parts are com-
pressed to high densities, but the hotter inner part is slightly less dense
than the outer part.

Hydrodynamic efficiency The hydrodynamic efficiency takes in-
to account that the absorbed laser energy goes into ablation as well as the
acceleration of the target. Therefore only a part of the total energy PdV
applied to the implosion can be used for the compression.



www.manaraa.com

ABCs of ICF 206

ICF (Inertial confinement fusion) Controlled thermonuclear
fusion approach where small capsules of deuterium-tritium are irradiated
via laser or ion beams. The inertia of the evaporating outside of the capsule
confines the fuel sufficiently long that energy surplus is possible.

IFE (Inertial fusion energy) Program with the aim of construct-
ing an energy-producing reactor.

Implosion velocity A high implosion velocity is essential for an
efficient ICF process. Together with ρR it determines the achievable gain.
In current ICF fusion experiments velocities of ∼ 3 × 107 cm/s are typical
implosion velocities.

Indirect drive The driver does not deposit its energy on the fuel
capsule but is first converted to x-rays in a casing surrounding the capsule
known as ‘hohlraum’.

Induction accelerator Linear accelerator which accelerates par-
ticles using rapidly changing magnetic fields.

In-flight aspect ratio The ratio of the shell radius to the shell
thickness during all stages of the compression is called the in-flight aspect
ratio.

Injector (beam) The ion source and the first stage of a particle
accelerator.

Injector (target) In a reactor many shots per second will have
to be performed. Here it is necessary to inject a new target into the target
chamber after each shot.

Instability Any process where a small perturbation grows (initially)
exponentially. See also Parametric instabilities and Rayleigh-Taylor insta-
bilities.

Inverse bremsstrahlung absorption If an electron oscillating in
a laser field is scattered in the field of an ion and it will absorb a number
of photons.

Ion range While penetrating an absorber, ion beams deposit nearly
all their energy at a well defined depths — the ion range.

Kelvin-Helmholtz instability A Kelvin-Helmholtz instability oc-
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curs when two fluids are in motion and encounter a velocity shear.

Laser entrance holes In indirect drive the hohlraum needs en-
trance holes for the laser light to enter. The actual hohlraum inner surface
is reduced and the hohlraum coupling is less efficient.

Laser principle Energy is pumped into the laser medium, the atom-
s inside become excited. As they decay they emit photons, which might
hit an other excited atom. This atom then emits a photon exactly in phase
with the first one. Such repeat processes lead to an amplification of light,
where all photons travel in the same direction in phase.

Lawson criterion If 3nkBT < n2

4 vστQ, the fusion reactions release
more energy than is required to produce the plasma of such temperature
and density. This relation is called the Lawson criterion.

Liquid shielding High-energy neutrons leave the target and deposit
their kinetic energy by collisions. Liquid shielding of the chamber walls re-
duces the structural damage of the walls.

LMJ (Laser Megajoule) Proof-of-principle experiment using a
powerful Nd-Laser to ignite a fusion target (located in France).

Magnetic fusion Controlled thermonuclear fusion approach where
magnetic field confine the plasma.

Mode coupling In the later stages of the Rayleigh-Taylor instabil-
ity growth the “bubble-and-spike”structures no longer grow isolated from
each other, but start to influence each others’ growth. This effect is called
mode coupling.

Neutron deposition The energy deposition by neutrons is relative-
ly small and can usually be neglected in energy considerations. However,
it contributes to the damage of the chamber walls.

NIF (National Ignition Facility) Proof-of-principle experiment
using a powerful Nd-Laser to ignite a fusion target (located at Lawrence
Livermore Laboratory, USA)

Parametric instabilities The resonant decay of an incident wave
into two new waves is called parametric instability.

Plant efficiency For a power reactor the efficiency is determined
by the way the fusion energy can be converted in electricity. Usually this
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transformation will work via a thermal cycle. A certain amount of the
produced electricity must be used again to operate the driver. This can be
considered in the net plant efficiency.

Plasma Ensemble of chemically unbound ionized particles.

Plasma frequency If the charge neutrality of a plasma is violated,
the electrons respond in order to restore it. This can result in an oscillation
with a frequency depending on the square root of the plasma density —
the so-called plasma frequency.

Power balance The power balance relation for the hot spot express-
es the fact that energy is gained by the compressional power, the α-particle,
and neutron deposition, but lost by radiation and electron thermal conduc-
tion. It can be used to determine gain areas in (ρr, T )-plane.

Prepulse A low-power pulse before a succession of increasingly in-
tense pulses is used to accelerate the fuel nearly isentropically.

Preheat Preheat is the premature heating of the fuel by fast (or
hot) electrons. Preheat makes compression more difficult.

Pulse shaping To achieve an energy efficient compression, the laser
pulse has to deliver energy onto the target with a particular time-history.
In addition there exists spectral and spatial pulse shaping.

Radiation uniformity Degree to which the capsule can be illumi-
nated uniformly over its entire surface. The degree of radiation uniformity
determines how successful the compression phase will be. Nonuniform illu-
mination occurs on both microscopic and macroscopic scales. Macroscopic
nonuniformity can be either caused by a too small number of illumination
beams, or the existence of a power imbalance between the beams. Micro-
scopic nonuniformities form from spatial fluctuations within a single beam.

Raman scattering If the laser frequency is larger than twice the
plasma frequency, a scattering process called stimulated Raman scattering
can occur. This involves the decay of the electromagnetic wave into an
other electromagnetic and a electron plasma wave.

Rayleigh-Taylor instabilities These instabilities can occur when
a denser material pushes onto a less dense one. If this metastable state is
perturbed, a mixing between the two regions can set in. In ICF Rayleigh-
Taylor instabilities can occur in the acceleration and deceleration phase
and represent one of the biggest threats to successful compression.
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Repetition rate Rate at which targets are injected in the target
chamber and ICF implosions performed.

Resonance absorption Important (but in ICF undesirable) ab-
sorption process of laser light near the critical surface of the plasma. Be-
cause of the steep density gradient there, electromagnetic waves are reso-
nantly excited transferring energy from the laser light into plasma waves.
Because these waves are damped, this energy will eventually be converted
mainly into fast electrons.

Richtmyer-Meshkov instability Richtmyer-Meshkov instabilities
occur whenever a shock wave passes over a nearly planar interface separat-
ing fluids of unequal density.

Rocket model In a rocket the steady blow-off of the fuel accel-
erates the rocket. Similarly, in the ICF process the conduction of heat into
the ablation front builds up pressure that drives the ablation of matter
from the outside of the capsule. This in turn leads to the acceleration of
fuel in the opposite direction — toward the center of the capsule — and
drives the implosion of the target.

Saturation In the latter stages of Rayleigh-Taylor instabilities, the
perturbations no longer grow exponentially but linearly. This phase is
called saturation.

Self-heating If the fuel density in the hot-spot region is sufficient,
the fusion products are stopped, deposit their energy, and the temperature
increases. This is called self-heating, which in turn allows more fusion re-
actions to take place.

Shell structure The deuterium-tritium-containing capsule usual-
ly consists of several shells of different material. This is called the shell
structure.

Shock wave In a plasma disturbances propagate faster in high-
density regions than in low-density regions. When the fast propagating
disturbance travels into a lower density region, the perturbation profile
will steepen and eventually develop into a sharp wave front: a shock wave.

Space-charge-dominated beams Ion beam in which the effective
electrical repulsion force of the ions is stronger than the pressure associated
with the internal temperature of the beam.
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Stopping power When ion beams are used to drive an ICF target,
the material is heated by stopping high-velocity ions in a high-Z material.
In this case the kinetic energy is deposited in a very small mass of the
material. The energy deposited per distance known as the stopping power.

Target ICF fusion targets contain the fuel that is compressed and
eventually burns. Usually they consist of a spherical capsule that contains
DT and has a outer layer of higher-Z material as ablator. Indirect drive-
targets are additionally suspended within an enclosure — the so-called
hohlraum.

Target chamber The target chamber encloses the last stage of an
ICF complex — that is, the final focusing system and the actual area
around the target. It has several functions: it encloses the target and cre-
ates a vacuum around the target; protects the surrounding from damage
by the produced neutrons, photons, and debris; and extracts the gained
fusion energy.

Thermal conduction The energy that is absorbed at the criti-
cal surface is transported towards the solid target either by radiation or
electron thermal conduction. The heat conduction process is dominated by
the much lighter and faster electrons.

Tokamak Large, torus-shaped fusion device surrounded by elec-
trical coils producing magnetic fields that confine the fusion plasma.

Tritium Isotope of hydrogen that consisting of one proton and two neu-
tron. Together with deuterium it forms the fuel combination for current
fusion devices thanks to their large fusion cross section.

Volume ignition In the early days of fusion research it was thought
that the whole of the fuel had to be compressed to fusion conditions at the
end of the compression phase. This concept is called volume ignition.

Waves Plasmas contain a variety of waves — acoustic, electron plas-
ma — understanding the interplay of all these types of waves is essential
for ICF.

X-ray conversion In indirect-drive schemes the driver does not hit
the capsule directly but deposits its energy at the inside of the hohlraum
walls. Here the driver energy is converted into x-ray radiation, which then
drives the ICF process.
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Appendix

A.1 Predicted Energy Consumption and Resources

Fusion research is gaining public awareness as the global energy problem
becomes a more and more pressing issue. There are two reasons for that:
the Earth’s population continues to grow and the consumption of ener-
gy per person still increases. As Fig. A.1 shows the per capita energy
consumption in the industrialized world is many times that in developing
countries.

The Department of Energy (DOE) writes in its “International Energy
Outlook 2004” the following:

The IEO2004 projections indicate continued growth in world’s
energy use, including large increases for the developing economies
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Figure A.1. Electricity consumption per head of population. The units of the

electricity consumption are kWh/h/capita. Source: Energy Information Admin-

istration, US Department of Energy, 2001.
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Figure A.2. World energy consumption by regions 1970–2025. Source: Energy
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of Asia. ... In the developing world as a whole, primary energy
consumption is projected to grow at an average annual rate of 2.7
percent between 2001 and 2025 ... in the industrialized world ...
energy use expected to grow at 1.2 percent per year ...

(see Figs. A.2a and A.2b). The DOE continues

Oil is expected to remain the dominant energy fuel.

The problem with this is apart from the limited supply the carbon
dioxide emission. The world’s carbon dioxide emissions are expected to
increase from 23,899 million metric tons in 2001 to 37,124 million metric
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Figure A.3. a) World energy-related carbon dioxide emission by fuel type. b)

World energy-related Carbon emission by region. Source: Energy Information

Administration, US Department of Energy, 2004.
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tons in 2025 (see Fig. A.3)(DOE report 2004).
At the moment we only know a limited number of ways of produc-

ing energy without running into the problem because of limited resources.
Among them are fission breeder reactors, solar and wind energy, biomass,
and wave power. Even with the most optimistic assumptions about tech-
nologic development it is clear that the renewable energies will not be able
to produce enough on their own to supply the entire energy needs.

Deuterium is relatively abundant, because 1 part in 5000 of the hydro-
gen in seawater is deuterium, which is equivalent to 1015 tons of deuterium.

At the moment the CO2 emission is 2 × 109 tons per year and still
heavily raising. In times when global warming is becoming a major prob-
lem for the Earth, a non-CO2 producing source of energy would be very
advantageous. If the right kind of materials are chosen, the radiation haz-
ard presented by fusion power plants can potentially be thousands of times
smaller than that of fission plants.
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B.1 Constants

Name Symbol Value (SI) Value (cgs)

Boltzmann constant kB 1.38 × 10−23 J K−1 1.38 × 10−16 erg K−1

Electron charge e 1.6 × 10−19 C 4.8 × 10−10 statcoul
Electron mass me 9.1 × 10−31 kg 9.1 × 10−28 g
Proton mass mp 1.67 × 10−27 kg 1.67 × 10−24 g
Planck constant h 6.63 × 10−34 J s 6.63 × 10−27 erg s
Speed of light c 3 × 108 ms−1 3 × 1010 cm/s
Dielectrical constant ε0 8.85 × 10−12 F m−1 -
Permeability constant µ0 4 π× 10−7 -
Mass ratio mp/me 1837 1837
Temperature = 1eV e/kB 11604 11604
Avogadro number NA 6.02 × 1023 mol−1 6.02 × 1023 mol−1

Atmospheric pressure 1 atm 1.013 × 105 Pa 1.013 × 106 dyne/cm2
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B.2 Formulae

Name Symbol Formula (SI) Formula (cgs)

Debye length λD

(
ε0kBTe

e2ne

) 1
2

(
kBTe

4πe2ne

) 1
2

Number of particles ND
4π

3
λ3

Dne
4π

3
λ3

Dne

in Debye sphere

Electron plasma frequency ωp

(
e2ne

ε0me

) 1
2

(
4πe2ne

me

) 1
2

Ion plasma frequency ωpi

(
Z2e2ni

ε0mi

) 1
2

(
4πZ2e2ni

mi

) 1
2

Thermal velocity vte = ωpλD

(
kBTe

me

) 1
2

(
kBTe

me

) 1
2

Electron-ion collision rate νei
π

3
2 neZe4lnΛ√

2(4πε0)2m2
ev3

te)

4(2π)
1
2 neZe4lnΛ

3m2
ev3

te)

Coulomb logarithm lnΛ ln
9ND

Z
ln

9ND

Z



www.manaraa.com

Abbreviations 216

B.3 Abbreviations

Abbreviation Name

DPSSL Diode pumped solid state laser
EOS Equation of state
ICF Inertial confinement fusion
ILE Institute of Laser Engineering, Osaka University
FWHM Full width half maximum
FAO Final optics assemblies
KDP Potassium dihydrogen phosphate
LULI Laboratoire d’Utilisation de Laser Intense, France
LMJ Laser Megajoule
LLE University of Rochester, Laboratory of Laser Energetics
LLNL Lawrence Livermore National Laboratory
NIF National Ignition Facility
PAM Preamplified modules
RRP Random phase plates
RAL Rutherford Appleton Laboratory
RT Rayleigh-Taylor (instability)
SRS Stimulated Raman scattering
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B.4 Constants of the Semiempirical Mass Formula

The semiempirical approach was first formulated by Carl-Friedrich von
Weizsäcker in 1935 based on the liquid drop model of the nucleus. Hans
Bethe and R. Bacher simplified the von Weizsäcker formulation in 1936. E.
Wigner extended the formula in 1937. This approach explains the difference
between the mass of a nucleus and the mass of its constituent protons and
neutrons, the binding energy, as being the result of energies associated the
interaction of the nucleons.

The semiempirical mass formula of the nucleus is given by

M = Nmn + Zmp − aν + asA
2/3 + ac

Z(Z − 1)
A1/3

+ aa
(N − Z)2

A
+

apδ

A3/4
,

where mn and mp are the neutron and the proton mass, and aν , as, ac, aa,
and ap are constants found by fitting experimental binding energies. The
best fitting values are

aν = 15.282 MeV
as = 16.060 MeV
ac = 0.6876 MeV
aa = 22.409 MeV
ap = 16.738 MeV.

The terms in the equation describe the following:

• The volume term aν arises from the interaction of the nucleons through
the strong force. The number of interactions is A(A−1)/2 so this form
of the volume term presumes saturation.

• The surface term asA
2/3 is a correction to the volume term to take

into account that the nucleons at the surface of the nucleus do not
have the same level of interactions as nucleons in the interior of the
nucleus. This term is proportional to the surface area of the nucleus
which is proportional to A2/3.

• The Coulomb term ac
Z(Z−1)

A1/3 represents the energy incorporated in the
nucleus as a result of the positive charge. This energy is proportional
to the square of the charge and inversely proportional to the radius of
the nucleus (i.e. ∼ A−1/3).

• The asymmetry term aa
(N−Z)2

A reflects the stability of nuclei with the
proton and neutron numbers being approximately equal.

• The odd-even term apδ

A3/4 where δ is zero for a nucleus with an odd-
even combination of proton and neutron numbers. δ is +1 for odd-odd
combinations of nucleon numbers and –1 for even-even combinations.
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B.5 List of Codes used for Numerical Modeling

Code Institution Scheme Radiatiom EOS

LASNEX Livermore, USA Lagrangian Multigroup “Real”
Los Alamos, USA Eulerian diffusion or
Sandia, USA transport

HISHO Osaka Univ., Japan Lagrangian Multigroup SESAME
diffusion

TRITON Moscow, Russia Lagrangian Multigroup “Real”
diffusion

ARWEN DENIM, Spain Eulerian or ALE Multigroup QEOS
diffusion

SARA DENIM, Spain Eulerian or ALE SESAME
MULTI MPQ, Germany ALE Multigroup SESAME

diffusion
FCI Limeil, France Lagrangian Multigroup SESAME

diffusion
DUED ENEA, Italy Lagrangian Multigroup SESAME

diffusion
COBI ENEA, Italy Lagrangian Multigroup SESAME

diffusion
CASTOR UKAEA, UK Eulerianian One group Ideal gas

diffusion

This list shows some of the most used two-dimensional integrated codes
in the context of ICF; it is adpated from Velarde et al. (2005). There are
many more codes that concentrate on certain aspects in the ICF process.
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